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Pornographic Image Recognition via Weighted
Multiple Instance Learning

Xin Jin , Yuhui Wang, and Xiaoyang Tan

Abstract—In the era of Internet, recognizing pornographic
images is of great significance for protecting children’s physi-
cal and mental health. However, this task is very challenging as
the key pornographic contents (e.g., breast and private part)
in an image often lie in local regions of small size. In this
paper, we model each image as a bag of regions, and follow
a multiple instance learning (MIL) approach to train a generic
region-based recognition model. Specifically, we take into account
the regions’ degree of pornography, and make three main con-
tributions. First, we show that based on very few annotations
of the key pornographic contents in a training image, we can
generate a bag of properly sized regions, among which the poten-
tial positive regions usually contain useful contexts that can aid
recognition. Second, we present a simple quantitative measure of
a region’s degree of pornography, which can be used to weigh
the importance of different regions in a positive image. Third, we
formulate the recognition task as a weighted MIL problem under
the convolutional neural network framework, with a bag proba-
bility function introduced to combine the importance of different
regions. Experiments on our newly collected large scale dataset
demonstrate the effectiveness of the proposed method, achieving
an accuracy with 97.52% true positive rate at 1% false posi-
tive rate, tested on 100K pornographic images and 100K normal
images.

Index Terms—Deep learning, multiple instance learning (MIL),
pornographic image recognition.

I. INTRODUCTION

THE RAPID development of Internet has brought us great
convenience in daily life, while on the other hand, made
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us easily exposed on some objectionable contents, one typi-
cal example of which is the pornography [30]. Among others
(e.g., videos and texts), images are arguably the most com-
mon carrier for pornography on Internet. These pornographic
images, which are typically anarchic and even illegal to sell
in the adult bookstores, however, can easily and widely spread
on Internet through pornographic websites, social network
applications, instance messaging tools, and even e-mail attach-
ments. Children should be prevented from browsing such
images without question, while grown-ups may also not want
to be exposed on them, for example when at workplaces. All
these have made recognizing and filtering out pornographic
images a rising concern nowadays.

While considerable progress has been made in the last two
decades [9], [11], [18], [24], [27], [28], [31], recognizing
pornographic images is still an open problem in computer
vision. There are large intraclass variations in pornographic
images, due to the changes in background, scale, scenario, and
human pose. In particular, the key objectionable contents (e.g.,
breast and private part) that distinguish a pornographic image
from normal images often lie in local regions of small size,
while the cluttered background (e.g., normal body, bed, room,
etc.) may sometimes make up a large portion of the image. As
a consequence, when sharing similar background and human
pose, the pornographic images may look very similar to some
nonpornographic (sexy) images. We note that to avoid copy-
right issues, we do not post any pornographic image in this
paper.

Due to these characteristics, an effective recognition method
should be able to discover the informative local regions
in pornographic images. Following this principle, most of
traditional algorithms are decomposed into two phrases:
1) extracting regions of interest (ROI) from complex back-
grounds and 2) calculating hybrid features from extracted ROIs
for recognition [17], [30], [31], [40], [45], [47]. Since porno-
graphic contents often come with skin exposure, skin detection
techniques are commonly employed for ROI extraction [30].
However, because skin detection itself is a very challenging
problem, ROI-based approaches typically have very limited
generalization ability. To overcome this, Kim et al. [21] explic-
itly modeled the possible pornographic contents with a set
of semantic features, such as “breast,” “belly,” and “bottom.”
However, accurately detecting these semantic features is very
difficult in practice, due to their small patch support and large
appearance variation.

In this paper, we propose to train a generic region-based
recognition model, which does not specialize in certain body
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part (e.g., breast) but aims at more general and discriminative
visual patterns, for example, the female’s upper body with
exposed breast, the lower body with exposed private part, the
close-up of sexual behavior, etc. In contrast to the seman-
tic feature approach [21], our target regions augment private
body parts or sexual acts with useful context, and thus can
be more reliably recognized. Furthermore, these regions are
not required to contain complete private body part or sexual
act, and some nontypical pornographic regions (e.g., a region
containing only a part of breast) will also do. In addition,
our target regions typically take relatively larger positions in
an image, which allows us to identify a pornographic image
quickly with very few evaluations.

However, training such a region-based recognition model
is a nontrivial task. Standard supervised learning requires
bounding box annotations for the pornographic ROI. However,
unlike the well-defined semantic features [21], the annota-
tion process of our target regions is easily influenced by
subjectivity, as different people may have different under-
standing of useful context. Furthermore, different regions may
have different degree of pornography—intuitively, a region
containing a complete breast is more pornographic than the
one containing a part of breast. In some extreme cases, it
is even difficult to determine the label of some ambigu-
ous regions, i.e., a region containing a very small part of
breast.

To address these issues, we follow a weakly supervised mul-
tiple instance learning (MIL) approach, which relaxes the need
for direct annotation of target regions using a semi-automatic
bag generation strategy, and integrates the importance (the
degree of pornography) of different regions in positive bags
into a unified learning model. Specifically, we make three main
contributions within this MIL framework.

1) We show that based on very few annotations of the key
pornographic contents1 in an image, we can generate a
bag of properly sized regions, among which the potential
positive regions usually combine the key pornographic
contents (e.g., breast) with useful context (e.g., upper
body) that can aid recognition.

2) We define a simple quantitative measure of an arbitrary
region’s degree of pornography, according to its overlap-
ping ratio with the annotated key pornographic regions.
This can be naturally used to weigh the importance of
different regions in a positive bag, since intuitively a
region containing a complete breast should contribute
larger to the bag probability than that containing a small
part of breast.

3) We formulate the pornographic image recognition task
as a deep weighted MIL problem, with a bag proba-
bility function introduced to combine the importance of
different regions. The resulting region-based classifier is
very robust and accurate, and can be conveniently used
for testing by transforming the test image into a bag of
multiscale regions.

1In this paper, we refer to the private body parts (e.g., breast and genital)
and sexual behaviors as the key pornographic contents in images, as they are
the key factors for distinguishing a pornographic image from normal images.

To validate the effectiveness of our approach, we have col-
lected a large scale dataset from Internet consisting of 138 000
pornographic images and 205 000 normal images. This dataset
covers almost all types of pornographic images on Internet,
and intentionally includes many challenging nonpornographic
images (i.e., bikini). Our method produces excellent perfor-
mance on this dataset—it achieves an accuracy with 97.52%
true positive rate (TPR) at 1% false positive rate (FPR) and
55 FPS with GPU, tested on 100K pornographic and 100K
normal images. We also show excellent performance for cross-
database experiment, by testing the pretrained model (trained
on our dataset) on NPDI benchmark dataset [4].

II. RELATIVE WORK

A. Pornographic Image Recognition

There is a long history of nudity detection and porno-
graphic image recognition in computer vision and perceptual
psychology. Early works mainly focused on finding naked peo-
ple in images based on a human structure model [11]–[13].
However, these works require that the pornographic images
have completely naked people and simple backgrounds, while
pornographic images on Internet generally have wide vari-
ations in background, scale, scenario, and human pose. To
recognize general pornographic images, current methods can
be roughly classified as feature-based, region-based, and body
part-based.

Feature-based approaches emphasize the extraction of fea-
tures from the whole image, and popular approaches include
the bag-of-feature (BoF) approach [9], [24], [32], [36],
and the deep convolutional neural networks (CNNs)
approach [27], [28]. The BoF approach encodes local image
features (e.g., SIFT [25]) with a visual vocabulary, and hence
can capture some distinct local patterns of pornographic
images. But due to the use of hand-crafted features, the
BoF approach usually has limited discriminative power. By
contrast, the CNN-based approach can automatically learn
discriminative representations from large data. However,
since they directly adapt the off-the-shelf CNN architecture
to model the whole pornographic images, some crucial local
details (e.g., breast) are largely ignored.

Region-based approaches extract features for recognition
based on the detection of ROIs in the image. Among others,
skin regions are widely considered as the ROIs for pornogra-
phy [20], [31], [45], [47]. To detect skin-like pixels, the input
image is typically transformed from the RGB model to the
RCbCr color space, and a pixel is considered to be skin-like
when it satisfies a few linear constraints in RCbCr space [14].
Based on detected skin regions, multiple hand-crafted fea-
tures (e.g., color, shape, and texture features) are extracted
for recognition. Compared to feature-based approaches, the
region-based methods are more robust against background
clutter, but run the risk of inaccurate ROI detection since skin
detection is a challenging problem in itself.

Body part-based approaches define several pornography-
related semantic features, such as breast, belly, and bottom,
and train corresponding body part detectors for these fea-
tures [21], [26]. Given an image, these body part detectors
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are used to scan the image, and the detection results are
then arranged in a semantic feature vector for classification.
However, these body part detectors are plagued by the problem
of ambiguity and very likely to generate false positive detec-
tion, due to their small patch support and large appearance
variations in training.

In this paper, we propose to train a generic region-based
model for pornographic image recognition. Unlike traditional
region-based approaches, our approach does not rely on ROI
detection, and directly identify pornographic images by eval-
uating our model on the test image at different positions and
scales. Furthermore, while similar in spirit with the body part-
based approaches [21], [26], our generic recognition model
aims at more general and discriminative pornographic con-
tents in images, which typically combine useful context with
the key pornographic contents and thus can be more reliably
recognized than the individual private body parts.

B. Multiple Instance Learning

Research on MIL studies the problem where a real-world
object is associated with a single class label but described by a
number of instances. The MIL framework was first formalized
by Dietterich et al. [10] to investigate drug activity prediction,
and then have been applied to diverse applications, including
image classification [5], [6], [38]; face detection [41], [42];
image annotation [16], [34]; and saliency detection [37]. Since
space does not allow for a full review, we will only focus of
MIL algorithms most related to ours.

MIL has been widely used for object recognition and local-
ization, by considering each image as a “bag” of examples
given by tentative object windows, and assuming that pos-
itive images contain at least one positive instance object
window, while negative images only contain negative win-
dows [7]. Traditional MIL algorithms assume that all of the
instances contribute equally and independently to the bag’s
label. But, sometimes, it is desirable to take into account the
instance importance in the learning procedure. For example,
Zhang and Song [44] proposed an online weighted MIL algo-
rithm for visual tracking. They defined a novel bag probability
function that combines the weighted instance probability, lead-
ing to a more robust and much faster tracker. Our approach
is also based on weighted MIL, but differs from [44] in bag
generation, weight definition, and most importantly, while [44]
performed an online MIL boosting technique for feature selec-
tion, we formulate the weighted MIL algorithm under the CNN
framework to learn discriminative features.

To the best of our knowledge, Li et al. [23] is the only
one to employ MIL technique for pornographic image recog-
nition. They treat each image as a bag, and low-level visual
features of divided sub-blocks as instances. Specifically, they
first perform spatial pyramid partition to divide an image into
blocks, and then extract three low-level visual features (i.e.,
color features, LBP [29], and HOG [8]) on these blocks, result-
ing a representation consisting of three different multi-instance
bags. However, each bag in [23] is then transformed into a
single representation vector (metadata), and a standard single
instance learning method is used to solved the MIL problem.

By contrast, we treat each image as a bag of regions through-
out the algorithm, and learn a region-based classifier that can
be use not only to identify pornographic images but also to
localize the rough pornographic regions in these images.

III. APPROACH

As mentioned before, the key pornographic contents in an
image often lie in local regions, and the background regions
may be distractive for recognition. As a consequence, recog-
nition methods based on the whole image are very sensitive
to background clutter. Considering this, we propose to model
each image as a bag of regions, and follow an MIL approach
to train a generic region-based recognition model.

In this section, we first describe our bag generation strategy,
which is based on the annotations of the key pornographic con-
tents in images during training. Based on these annotations, we
further present a quantitative measure of the regions’ degree of
pornography in positive bags. With the region-based represen-
tation and pornography measure, we formulate the recognition
task as a weighted MIL problem under the CNN framework.

A. Bag Generation

Bag generation is crucial for an MIL algorithm [46]. In
this section, we mainly focus on the bag generation strat-
egy in training, while the testing process will be detailed
in Section III-D. Currently, the most popular approach is to
consider each image as a bag of examples given by region
proposals [35], [48]. However, as mentioned before, our tar-
get regions are the general pornographic regions that combine
pornographic contents with useful contexts while excluding
distractive backgrounds. These regions (e.g., the female’s
upper body with exposed breasts) typically cannot be regarded
as “objects,” and thus are not in accordance with the goal of
region proposal algorithms.

Besides, we argue that a good positive bag in training should
strive to cover various regions that may encounter in testing,
including the typical pornographic regions, the nontypical pos-
itive regions and the negative (nonpornographic) regions. The
nontypical positive regions, such as the upper body contain-
ing only a part of breast, are very important since we cannot
always obtain typical pornographic regions for a test image.
The negative regions in positive images are also very useful,
since they are by nature difficult training instances. In addi-
tion, scale normalization is important for model training, and
regions from different positive bags should be of similar scale.
To satisfy these requirements, we propose to annotate the key
pornographic contents in positive images first, and then use
these annotations to guide the bag generation process.

There are two main types of the key pornographic contents,
i.e., the private body parts and sexual behaviors. We perform
bounding box annotation for these key pornographic contents
in the training set, and for the sexual behavior, we just anno-
tate the most compact regions that are sufficient to characterize
these behaviors. In general, there are only a small number
of annotations (less than ten) required for a pornographic
image, and the annotation process is unlikely to be affected
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by subjectivity due to the clear definition of key pornographic
contents.

With these annotations, we can obtain a variety of regions
for a positive image by moving a window around each anno-
tated pornographic region. In particular, the window size
is adaptively computed according to size of each annotated
pornographic region, and the aspect ratio is the same to
that of the image.2 In our current system, we randomly set
the window size to be 2, 2.5, or 3 times of the annotated
region. Here, the slight scale change is introduced to improve
model’s robustness against scale variation, and these three
similar scales are selected by cross validation, and thus are
experimentally proved to be able to include useful context
information.

By randomly moving the windows from each annotated
region with different displacements, we can generate about
100 regions for a positive image, among which some are typi-
cal positive regions, some are nontypical positive regions, and
some are nonpornographic regions. For negative images, the
bag generation process is the same with the test procedure, as
described in Section III-D.

B. Pornography Measurement

Intuitively, the typical positive regions should be more
pornographic than the nontypical ones. That is, a region con-
taining a complete breast should contribute larger to the bag
probability than the one containing only a small part of breast.
We take this into account, and present a simple quantitative
measure of an arbitrary region’s degree of pornography.

Our measurement is based on the overlapping ratio between
the generated regions and the annotated key pornographic
regions. We set a region’s degree of pornography to be a scalar
number between 0 and 1, by finding the maximum overlapping
ratio between this region and the annotated key pornographic
regions. Furthermore, by normalizing these degrees of pornog-
raphy (i.e., sum to 1), we can obtain the weights (importance)
of different regions in a pornographic image. In the following,
we will describe how to integrate the importance of different
regions into a deep learning framework.

C. Deep Weighted MIL

Inspired by the great success of CNN in image classifica-
tion [22], [33], in this section, we formulate the recognition
task as a weighted MIL problem under the CNN framework. In
particular, we introduce a bag probability function to combine
the importance of different region in positive images.

In our MIL setting, each image X is modeled as a bag of
n regions {xi|i = 1, . . . , n}. Given a region, the deep CNN
extracts layer-wise representations from the first convolutional
layer to the last fully connected layer. Our CNN architecture is
inspired by the GoogLeNet model [33]. The output of the last
fully connected layer is a 1000 dimensional vector, followed
by a softmax layer to transform it into a probability distri-
bution for objects of 1000 categories. As pornographic image
recognition is a two-class classification problem, we redesign

2In both training and testing phases, the regions are resized to 224 × 224
to satisfy the requirement of GoogLeNet model [33].

the output of the last fully connected layer to be a 1-D vector,
and transform it into a Bernoulli distribution via the sigmoid
function. Formally, given region xi, we denote the output of
the last fully connected layer as hi, and let p+

i and p−
i be the

probability that region xi is pornographic or nonpornographic,
respectively. Then, we have

p+
i = ehi

ehi + 1

p−
i = 1

ehi + 1
. (1)

Now, let us take into account of the importance of different
regions in a positive bag, and aggregate the instance proba-
bilities (1) into a positive bag probability. As aforementioned,
we can obtain the weight wi for each region xi by normalizing
the degree of pornography for all extracted regions. Intuitively,
we can directly assign these weights to the instance probabil-
ities (1), and combine them to form the bag probability for
a positive bag. However, we notice that the weights of some
regions in a positive bag are just 0, i.e., these regions have
no overlapping with the annotated key pornographic regions,
and hence should be treated as negative instances. Considering
this, we divide each positive bag into two sub-bags, i.e., a pos-
itive sub-bag, where the regions are all assigned with positive
weights, and a negative sub-bag, where the weights are all 0.
Let n+ and n− be the number of the regions in the positive
sub-bag and negative sub-bag, respectively, we can define the
sub-bag probabilities as follows:

p+ =
n+∑

i=1

wip
+
i

p− = 1

n−
n−∑

i=1

p−
i (2)

where the probability p− for the negative sub-bag is computed
by just averaging the instance probabilities. With the sub-bag
probabilities (2), we simply define the positive bag probability
function as

p = p+p−. (3)

Then, we reach the following loss function (negative bag
log-likelihood function) for a positive image:

L = −1
{
n+ > 0

}
log p+ − 1

{
n− > 0

}
log p−. (4)

Actually, we notice that the bag probability function and
the loss function for a negative image can also be written
as (3) and (4), since we always have n+ = 0 and n− > 0 for
a negative image. The gradient for (4) is calculated via back
propagation

∂L

∂hi
=

(
−1{wi > 0} 1

p+ wi + 1{wi = 0} 1

p−n−

)
p1,ip0,i. (5)

We resize each region to 224 × 224, and use the open-
source package Caffe [19] to extract deep features based
on the GoogLeNet model [33]. We redefine the objective of
GoogLeNet as (4), and perform domain-specific fine-tuning to
train our region-based recognition model. In the next section,
we will turn to the testing process of the learned model.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

JIN et al.: PORNOGRAPHIC IMAGE RECOGNITION VIA WEIGHTED MIL 5

D. Multiscale Testing

In order to reduce the appearance variations in training, the
regions extract from pornographic images are normalized to
similar scales according to our annotations. However, in the
testing phase, we may encounter pornographic images of vari-
ous scales. To address this issue, we adopt a simple multiscale
detection window approach. Specifically, we extract regions at
3 scales for a test image. The smaller two scales are set to 1/2
and 2/3 of the width and height of the whole image, while
the large scale is set to the whole image. For the smaller two
scales, we extract five regions from four corners and the center,
respectively. Therefore, we have 11 regions in total. We resize
these regions into 224 × 224, and if one region is recognized
as pornographic, this image is considered as pornographic,
while otherwise nonpornographic. In practice, we usually do
not need to classify all these regions for a positive image, since
once a region is recognized as pornographic, the test process
is stopped.

IV. EXPERIMENTS

In this section, we present a comparative performance eval-
uation and discussion of the proposed approach. For this, we
have collected a large scale dataset from Internet, which cov-
ers almost all kinds of pornographic images on Internet, with
large variation of backgrounds, scenarios, lightings, and poses.
Our most significant results are on this dataset, including the
comparisons to traditional methods, commercial systems, and
deep learning-based baselines. We also report the running
time performance of our method. Furthermore, we validate
the effectiveness of the proposed components of the system,
and discuss the advantages and limitations of our method.

Researchers have recently reported results on the NPDI
pornography dataset [4]. Since the NPDI dataset does not con-
tain the annotations required to train our model, we opt to test
on NPDI the model learned from our dataset to demonstrate
its generalization capability cross dataset.

A. Datasets

1) Our Dataset: We have collected a large scale dataset
consisting of 138 000 pornographic images and 205 000 nor-
mal images from Internet. In particular, we download porno-
graphic images from four pornographic websites using a Web
crawler software. The downloaded pornographic images are
mixed with a small amount of normal images, and we exclude
them manually. Our pornographic image set covers almost all
kinds of pornographic images on Internet. Overall, we cate-
gorize them into three groups, namely, regular nudity, sexual
behavior, and unprofessional porn. The regular nudity refers to
the images of nude people produced by professional photog-
rapher. The sexual behavior means images depicting sexual
behavior, which are also produced by professional photog-
rapher. The unprofessional porn means pornographic images
taken by unprofessional photographer including both nudity
and sexual behavior. The unprofessional porn images usually
contain complex backgrounds and the image quality is poor.

The normal images of our dataset are also downloaded from
Internet, which can be further categorized into three groups,

TABLE I
COMPARISON OF DETECTION RATE (%)

namely, scantily clad people, normal people, and no people.
In particular, the scantily clad people images include bikini,
seductive images, and man or baby with bare upper body,
which are similar with pornographic images in appearance,
and images of normal people mean that people in these images
are normally dressed, while the images of no people consist
of various normal images of natural scenery, animals, living
goods, and so on, containing no people.

From the pornographic images, we randomly select 33 000
images to annotate their key pornographic contents with
bounding boxes. To collect, clean, and annotate these images,
we employ six person and spend about two months. In our
experiments, we use the annotated 33 000 pornographic images
and 100 000 randomly selected normal images as the train-
ing set, randomly select 5000 pornographic images and 5000
normal images from the remaining images as the validation
set, while the remaining 100 000 pornographic images and
100 000 normal images are used as the test set. Furthermore, to
present detailed comparison on different types of images, we
roughly split the test images into six groups, i.e., pornographic
images: 19 207 regular nudity, 37 018 sexual behavior, and
43 775 unprofessional porn; and normal images: 68 873 scant-
ily clad people, 20 230 normally dressed people, and 10 897
no people images.

2) NPDI Dataset: The NPDI pornography dataset [4]
contains nearly 80 h of 400 pornographic and 400 nonporno-
graphic videos. The videos are already segmented into shots,
and on the average, there are almost 20 shots per video. In
total, 16 727 key frames selected from the videos, 10 340 nor-
mal images, and 6387 pornographic images. However, we find
that 1198 of the 6387 pornographic images are incorrectly
labeled; hence we remove them from our experiment. Since
the NPDI dataset does not have annotations of the key porno-
graphic contents, we do not use it for model training, but for
cross-dataset testing.

B. Experiment on Our Dataset

On our newly collected large scale dataset, we first com-
pare our method with four traditional methods using shallow
low-level features and two commercial systems using deep
learning techniques, then we compare it with another five
deep learning baselines implemented by ourselves. We use the
detection rate and the ROC curve to measure performance.
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Fig. 1. ROC curve of different methods for pornographic image recognition.
Our method significantly outperforms traditional methods and shows some
advantage over the in-house baselines using deep representation. In particular,
we achieve accuracy of 97.52% TPR at 1% FPR.

The detection rate is computed by the fraction of identi-
fied images out of the pornographic/normal images set/subset.
Besides comparison to other methods, we also report our
running time performance, and validate the proposed sys-
tem components, and present some discussions about our
method.

1) Comparison to Traditional Methods: Traditional works
on pornographic image recognition mainly focus on two
methodologies: 1) ROI-based methods [31], [39], [45], [47]
and 2) BoF-based methods [9], [24], [36], [43]. However, to
the best of our knowledge, there is no off-the-shelf recogni-
tion systems available for comparison. Hence, we implement
two representative ROI-based methods and two BoF methods,
respectively. They are the retrieval-based method that extracts
color, shape, and skin features on ROI obtained by skin detec-
tion [31] and its improved version with a novel skin detection
technique [39], and the BoF approach based on Hue-SIFT
descriptor [24] and its improved version based on visual atten-
tion model [43]. Both of these methods have reported good
performances on their small scale datasets.

Rows 1–4 and last row in Table I show the detection rate of
the traditional methods and ours on pornographic images, nor-
mal images, and all test set. Fig. 1 shows the ROC curve. We
can observe that the proposed method significantly outperform
the ROI-based method [31] and its improved version [39], as
well as the BoF method [24] and its improved version [43].
The results on different types of pornographic images and nor-
mal images are shown in Fig. 3. In particular, on the scantily
clad people subset of normal images, our detection rate is
almost twice of the ROI-based method [31].

2) Comparison to Commercial Systems: As pornographic
image recognition is very important and useful in practice,
some commercial systems have been developed and shared in
recently years. We choose two representative commercial sys-
tems, which use deep learning techniques and are launched
in webpages with URLs [1], [2]. We refer to them as com-
mercial system 1 and commercial system 2, respectively. We
note that since these two systems are trained with their own
data, a completely objective comparison between them and our
system is not possible.

The performance of these two commercial systems on our
test set is shown in row 5 and 6 of Table I. The overall perfor-
mance of these two commercial systems is inferior to that of
our method. But we can see that commercial system 1 achieves
the best accuracy (99.16%) on our normal image set, compar-
ing to all other methods. In contrast to its high performance
on normal image set, it has rather poor prediction accuracy
(53.04%) on our pornographic image test set. The commer-
cial system 2 achieves 83.10% accuracy on our test set, which
is higher than two traditional algorithms but still have a clear
gap with our method.

3) Comparison to Deep CNN Baselines: To the best of our
knowledge, there are two deep CNN-based methods for porno-
graphic image recognition [27], [28], which however, have
not released their code and training data. To conduct a com-
prehensive comparison with deep CNN-based baselines, we
implement the algorithms described in [27] and [28] and other
three CNN-based variations with our training data.

First, since the main idea of [28] is to directly fine-tune
the off-the-shelf CNN architecture with their own data, we
implement a similar deep CNN version by fine-tuning the
GoogLeNet [33] with our training data, and refer it as deep
image-based CNN. Second, we reimplement the algorithm
in [27] which fuses the recognition results by AlexNet [22] and
GoogLeNet [33], and refer it as deep fused CNN. Third, we
design a naive version of region-based CNN (similar to [15])
using our bag generation strategy. We assume that if a region’s
degree of pornography is larger than 0.5, it is labeled as
positive and otherwise negative. In this setting, we can train
a region-based recognition model using standard supervised
learning. We refer to this method as deep region-based CNN.
Fourth, based on our annotations, we also train three types of
body part detectors with GoogLeNet, including female breast,
female sexual organ, and male sexual organ detectors. We
resize the annotations for these body parts into 224 × 224
patches, and fine-tine GoogLeNet with these patches.3 The
trained body part detectors are then used for testing by scan-
ning the test image in a cascaded manner and considering
the image as pornographic when one detector has positive
response. We refer to this method as deep part detector.
Finally, we use the standard MIL paradigm to train a region-
based detector, without using the weighting strategy. We refer
to this method as deep MIL.

Rows 7–11 in Table I show the detection rate of these deep
CNN-based methods, and Fig. 1 shows the ROC curve. Our
method consistently outperforms all deep CNN-based base-
lines, although most of them can outperform the traditional
methods by a large margin. In particular, the deep image-based
CNN method outperforms two commercial systems that also
employ deep learning techniques. We conjecture that this may
be caused by the difference of training data. Furthermore, the
deep region-based CNN achieves a significant improvement
over the deep image-based CNN method, which confirms the
effectiveness of region-based modeling strategy. In addition,

3The accuracies are 95.02%, 92.72%, and 94.27% for female breast, female
sexual organ, and male sexual organ detectors on validation set of their positive
and negative patches, respectively.
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TABLE II
CROSS-VALIDATION PERFORMANCE (%)

TABLE III
MULTIPLE TEST PERFORMANCE WITH REDUCED TRAINING DATA (%)

we observe that the body part detector method performs very
poorly on the scantily clad images as shown in Fig. 3. This
result is consistent with our intuition since these images only
have small cover on private parts especially on female breast,
which may lead to false positive detection.

4) Cross-Validation Performance: In this section, we verify
the generalization ability of our method via cross-validation.
In particular, we perform tenfold cross-validation on the train-
ing data. Table II gives the validation performance of each
round as well as the average accuracy. Our algorithm obtains
consistent results among different rounds, and achieves good
average performance. With 90% training data, the average
cross-validation accuracy is 97.32%, which is very close to
the test accuracy with all training data.

Besides cross-validation, we perform two extra experiments
to further verify the stability of our algorithm, by changing
the setting of training while keeping the test set unchanged.
In particular, we first train our model ten times with stochastic
gradient descent, and then test these models on the test set,
respectively. We surprisingly find that all these models almost
produce the same result as reported in Table I. Furthermore,
we also test the ten cross-validation models on the full test set,
which are trained with 90% training data. The result is shown
in Table III. We see that these models show consistency in
testing, and the accuracy only drops a little when using the
reduced training data.

5) Testing on Gray Images: Almost all the training and
testing images in our experiments are color images. But in
practice, we may also encounter gray pornographic images.
Therefore, we also test our model trained with color images
on the black and white copy of our test set. The detection
rate on positive images, negative images, and all images are
82.23%, 99.09%, and 90.66%, respectively. The test result is
promising, since we did not include any gray images during

Fig. 2. Contribution of the components to the performance, including the
scale normalization for training regions, the effect of useful context, and the
weighting strategy for MIL.

training. In particular, the test result on gray negative images
is even better than the counterpart on original color negative
images.

6) Running Time Performance: We implement our system
with the open-source package Caffe [19], and measure it on an
Intel Xeon E5-2630 CPU (2.60 GHz, 12 core) and a GeForce
GTX Titan X GPU, respectively. We achieve 5 FPS with CPU,
and 55 FPS with GPU. That is, the proposed method is highly
efficient and real-time capable when implemented with GPU.

7) Validation of System Components: In this section, we
validate the effectiveness of three proposed components of
our system, including the normalization for training regions,
the inclusion of context information, and the weighting strat-
egy for MIL. To investigate the contribution of the individual
component, we conduct a series of experiments on our dataset
by removing each of the components in turn while leaving
the remaining components in place. Fig. 2 gives the results.
In particular, the pipeline that removes useful context can be
seen as generic private body part detector, which achieves very
poor performance on the negative images. This suggests that
the human body parts usually lack distinct patterns without the
cue from useful context. We also observe that scale normaliza-
tion according to our annotations can boost the performance of
our method, since it ensures that the positive regions are dom-
inated by pornographic contents to some extent. Lastly, our
method clearly benefits from the weighting strategy of MIL,
which confirms the importance of incorporating the region’s
degree of pornography into MIL.

8) Discussions: In this section, we present discussions
about the advantages and limitations of our method, by
analyzing our performance on different types of images.

We summarize the performance of our method and other
comparative methods on different types of test images in
Fig. 3. Our method performs extremely consistently on dif-
ferent images, while other methods rise and fall greatly. In
particular, our method shows obvious advantages over all
other methods on the unprofessional porn images. This part
of pornographic images mainly come from unprofessional
photographs in daily life, which exhibit large variations in
background, scale, lighting, and people pose. This suggests
that our method can capture the essential pornographic con-
tents of these images to some extent, while other methods
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(a) (b)

Fig. 3. Illustration of results (detection rate) on different types of (a) pornographic images and (b) normal images.

(e.g., deep image-based CNN) may be effected by the large
background of these images. We notice that our performance
on scantily clad images are even better than that on normally
dressed images. This seems a little strange, and we conjecture
that it is because the deep representations based on useful con-
text information have the capability to discriminate exposed
private body parts and private body parts with a small cover,
while the normally dressed images in life have larger varia-
tions in clothe styles, poses, and scenes compared to scantily
clad images, which may bring in challenges for recognition.

Many of our true positive images exhibit large variations
of lighting, pose, scale, and occlusion. On the other hand,
we note that false detections are likely to happen in the local
regions that look like exposed female breast, while actually
they are exposed male breasts. In addition, since we consider
the exposure of private body parts or sex acts as the criteria
for pornographic images, our current system cannot properly
distinguish some art works with exposed private part from
pornographic images. But fortunately, such nude art works are
rather a small part of Internet images.

Furthermore, we also find many challenging true negative
images on our dataset, including seductive images, bikini girls,
men with naked upper body, and naked babies. These images,
which typically show similar appearance with pornographic
images, can to some extent validate the capability of our
method to distinguish pornography from some related concept,
such as seduction and nudity. In addition, the typical false neg-
ative images of our method often show very little private body
parts such that they can hardly be correctly detected.

C. Cross-Database Experiment on NPDI Dataset

On the NPDI Pornography dataset, we test our recognition
model trained on our dataset to demonstrate its generalization
capability across datasets. The classification performance is
evaluated using the standard metric for this dataset, the mean
average precision (MAP). Our model achieves good perfor-
mance, reaching a MAP of 0.975, while the best performance
in literature on this database is 0.964 (MAP) [3].

Table IV shows detailed comparison between our method
and many other methods which are also trained on our dataset.
Our method consistently outperforms four traditional meth-
ods and five deep learning baselines. We note that our model

TABLE IV
COMPARISON ON NPDI BY MAP

performs well, although there are some differences between
the styles of the training pornographic images from our
database and the test pornographic images from NPDI dataset.

V. CONCLUSION

In this paper, we follow an MIL approach to address the
problem of pornographic image recognition. In particular, we
exploit the annotations of the key pornographic contents in
the training phase. These annotations help us to generate a
variety of regions with different degree of pornography, and
to define a quantitative measure of these regions’ degree of
pornography. Based on these, we formulate the recognition
task as a weighted MIL problem under the CNN framework,
resulting a robust region-based recognition model. We col-
lect a large scale dataset consisting of 138K pornographic
images and 205K normal images from Internet, and our system
demonstrates strong performance on this dataset, significantly
outperforms traditional methods and several deep learning
baselines. Additionally, the proposed method is highly efficient
and real-time capable when implemented with GPU.
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