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Two-Stage Cost-Sensitive Learning for Software
Defect Prediction

Mingxia Liu, Linsong Miao, and Daoqiang Zhang

Abstract—Software defect prediction (SDP), which classi-
fies software modules into defect-prone and not-defect-prone
categories, provides an effective way to maintain high quality
software systems. Most existing SDP models attempt to attain
lower classification error rates other than lower misclassification
costs. However, in many real-world applications, misclassifying
defect-prone modules as not-defect-prone ones usually leads to
higher costs than misclassifying not-defect-prone modules as
defect-prone ones. In this paper, we first propose a new two-stage
cost-sensitive learning (TSCS) method for SDP, by utilizing cost in-
formation not only in the classification stage but also in the feature
selection stage. Then, specifically for the feature selection stage,
we develop three novel cost-sensitive feature selection algorithms,
namely, Cost-Sensitive Variance Score (CSVS), Cost-Sensitive
Laplacian Score (CSLS), and Cost-Sensitive Constraint Score
(CSCS), by incorporating cost information into traditional feature
selection algorithms. The proposed methods are evaluated on
seven real data sets from NASA projects. Experimental results
suggest that our TSCS method achieves better performance
in software defect prediction compared to existing single-stage
cost-sensitive classifiers. Also, our experiments show that the
proposed cost-sensitive feature selection methods outperform
traditional cost-blind feature selection methods, validating the
efficacy of using cost information in the feature selection stage.

Index Terms—Cost-sensitive learning, feature selection, soft-
ware defect prediction.
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SDP Software Defect Prediction

TSCS Two-Stage Cost-Sensitive learning

VS/LS/CS Variance/Laplacian/Constraint Score
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NOTATIONS

N Number of samples

Number of samples for the th class

Number of features

Number of classes

The th sample

The th feature of sample

The mean of the th feature

Pair-wise must-link constraint set

Pair-wise cannot-link constraint set

The importance value of the th class

Cost of classifying a sample from class as
class

I. INTRODUCTION

S OFTWARE DEFECT PREDICTION (SDP) plays an im-
portant role in reducing the costs of software development

and maintaining the high quality of software systems [1]–[3]. It
allows software project managers to allocate limited time and
manpower resources to defect-prone modules through early de-
fect detection. Existing SDP work can be categorized into three
types [1]: 1) estimating the number of defects existing in a soft-
ware system, 2) mining defect associations, and 3) classifying
software modules into defect-prone and not-defect-prone cate-
gories.
The first type of work attempts to estimate the number of

defects existing in a software system based on code metrics,
inspection data, and process quality data. Various methods
have been applied, such as statistical approaches [2]–[5],
detection profile methods [6], and capture-recapture models
[7]–[10]. The second type of work is usually based on data
mining technologies (e.g., association mining algorithms [11],
[12]) to capture software defect associations, and to discover
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rule sets that may cause a larger number of defects. The third
type of work classifies the software modules into defect-prone
and not-defect-prone categories by using machine learning
techniques, such as ensemble learning [13], tree-based methods
[14], neural networks [15]–[17], and analogy-based methods
[18]. These methods predict the defect-proneness of new soft-
ware modules by building a binary classifier with historical
data represented by software metrics [19]–[21].
Unfortunately, software defect prediction still remains a dif-

ficult problem to be solved, and is faced with two challenges
[22]–[24]: high dimensionality, and class imbalance. As modern
software systems grow in both size and complexity, the number
of features (i.e., software metrics) extracted from software mod-
ules becomes much larger than ever before, and these features
may be redundant or irrelevant [23]. It is a great challenge for
classification algorithms to deal with such superabundant fea-
tures. As an important pre-processing procedure, feature selec-
tion is beneficial to facilitate data understanding, to reduce the
storage requirements, and to overcome the curse of dimension-
ality for improved prediction performance [25], [26]. As shown
in previous studies [23], [24], [27], [28], feature selection is ef-
fective to deal with the high dimensionality problem in SDP.
The second challenge for SDP is the class-imbalanced data,

where the majority of defects in a software system are only
found in a small portion of its modules [29]. In such cases, stan-
dard machine learning based SDP models may be inaccurate
for (or never predict) the minority class (i.e., the defect-prone
module), because they do not explicitly consider different error
costs or class distributions. There are two approaches drawn
from machine learning for addressing that problem [22], i.e.,
stratification and cost-sensitive learning. Stratification has been
investigated in several studies of SDP [30]–[32], by creating a
balanced data set through adding more samples to the minority
class (over-sampling) or reducing the sample number of the ma-
jority class (under-sampling). Recently, cost-sensitive learning
has attracted increasing attention in the SDP domain [17], [33],
[34], which explicitly considers those different error costs, and
aims to minimize the total expected costs rather than the classi-
fication error rates. In general, there are two types of errors in
software defect prediction [34]. Type I is defined as misclassi-
fying a not-defect-prone module as defect-prone, while Type II
misclassification is when a defect-prone module is predicted as
not-defect-prone. The cost incurred by Type II misclassification
is much higher than that of Type I misclassification [34].
However, in most cost-sensitive learning based SDP studies,

cost information is used in the classification stage instead of in
the feature selection stage. But considering the valuable cost in-
formation in the feature selection stage may further boost the
performances of SDP models because features associated with
the minority class (i.e., defect-prone modules) are more likely
to be selected. The goal of this paper is to develop a two-stage
cost-sensitive (TSCS) learning method for SDP by using cost
information in both the classification and the feature selection
stages. Work has been done on cost-sensitive feature selection;
we also develop three novel cost-sensitive feature selection al-
gorithms by emphasizing samples with higher misclassification
costs, and de-emphasizing those with lower misclassification
costs in the feature selection stage. The experimental results on

the public NASAMetrics Data Program repository [19] validate
the efficacy of our proposed methods.
The remainder of this paper is organized as follows. We first

review related work of software defect prediction, cost-sensi-
tive learning, and feature selection for SDP in Section II. Then,
the proposed two-stage cost-sensitive learning method for
SDP and three cost-sensitive feature selection algorithms are
described in Section III. Section IV presents the experiments
on real SDP benchmark data sets. Finally, we conclude this
paper in Section V.

II. RELATED WORK

A. Software Defect Prediction

SDP can be formulated as a binary classification problem,
where software modules are classified as defect-prone or
not-defect-prone, using a set of software metrics. There are
many kinds of software metrics collected from previously
developed systems by standard tools [35]. The first suite of
software metrics, known as CK metrics, was developed by
Chidamber and Kemerer [20]. Lorenz and Kidd [21] proposed
additional object-oriented metrics dealing with message and
inheritance passing in a class. Many other software metrics
such as code metrics [35]–[37], process metrics [38]–[40], and
previous defaults [41], [42] were subsequently developed.
In the literature, many machine learning techniques, in-

cluding parametric and nonparametric methods, have been
applied for constructing SDP models [22], [43]. Parametric
methods utilize the relationship between software complexity
metrics and the occurrence of faults in program modules to
construct SDP models, including case-based reasoning [37],
[44], regression trees [45], and multiple linear regression
[46]. Because the relationships between software metrics and
defect-proneness of software modules are often complicated,
traditional parametric models cannot predict defect occur-
rence or rates accurately [16], [22], [47]. To overcome the
shortcoming of parametric methods, various nonparametric
methods are used to build SDP models. Some examples in-
clude ensemble learning [13], [48], tree-based methods [14],
[45], [49], neural networks [15]–[17], analogy-based methods
[18], genetic programming [50], [51], clustering [52], [53],
kernel-based methods [54]–[56], cost-sensitive learning [17],
[34], and transfer learning [57].

B. Cost-Sensitive Learning for Software Defect Prediction

The class imbalance problem corresponds to the problem
encountered by a learning system where the sample size of one
class is significantly larger than those of other classes [58].
This problem is prevalent in many real-world applications (e.g.
software defect detection [34], face recognition [59], [60], and
credit card fraud detection [61]), and remains a significant
bottleneck in the performance of standard learning methods as
they tend to be overwhelmed by the majority classes, and thus
ignore the minority categories [62], [63].
For addressing the class imbalance problem, a kind of

learning algorithm called cost-sensitive learning has been
studied in the machine learning and data mining community
[59], [64]–[71]. In cost-sensitive learning, cost information
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is used to evaluate the misclassification costs from different
types of errors. Other than focusing on lower classification
error rates, cost-sensitive learning methods aim to minimize
the total expected costs by utilizing the cost information [49],
[60], [63]–[65], [72]. The misclassification cost can be further
categorized into two classes [66], i.e., class-dependent cost
[60], [64], [66], and example-dependent cost [67]. The former
assumes that misclassifying any example of class as class
will lead to the same loss, while the latter assume that different
examples have different costs even if they share the same type
of errors. Comparatively, class-dependent cost is often used
because it is easier to obtain than example-dependent cost.
In the SDP domain, many cost-sensitive classification

methods have been applied and shown effective to deal with the
class imbalance problem [4], [17], [33], [34], [73]. Khoshgo-
taar et al. first introduced cost-sensitive learning into software
defect prediction [4], and used a boosting method to build
software quality models [34]. Ling et al. [33] developed a
system to mine the historic defect report data, and to predict the
escalation risk of current defect reports for maximum Return
On Investment (ROI), where the maximum ROI problem is
converted to a cost-sensitive learning problem. Zheng [17] de-
veloped three cost-sensitive boosting algorithms to boost neural
networks for SDP. The first algorithm using a threshold-moving
strategy tries to move the classification threshold towards the
not-defect-prone modules. The other two weight-updating
based algorithms incorporate the misclassification costs into
the weight-update rule of the boosting procedure.

C. Feature Selection for Software Defect Prediction

Feature selection has been widely used in many pattern
recognition and machine learning applications for decades
[25], [74]. The aim of feature selection is to find the minimally
sized feature subset that is necessary and sufficient for a specific
task [74]. Typically, feature selection can be categorized into
three classes [25]: 1) wrapper-type methods, 2) embedded-type
methods, and 3) filter-type methods. Wrapper-type methods use
a learning machine of interest as a black box to evaluate each
candidate feature subset according to their predictive power,
and are usually computationally expensive [75], [76]. Em-
bedded-type methods perform feature selection in the process
of training, and are specific to given learning algorithms.
Unlike wrapper-type and embedded-type methods, filter-type
methods select features according to some criteria (e.g., mutual
information [77]), and involve no learning algorithm. Hence,
filter-type methods are usually adopted in practice due to
their simplicity and computational efficiency [78], [79]. Also,
previous studies have shown that filter-type feature selection
techniques are simple, quick, yet effective to reduce the feature
dimension for SDP [24]. Thus, in this paper, we focus on the
filter-type feature selection.
Here, we briefly introduce three popular filter-type feature se-

lection methods (including Variance [80], Laplacian Score [81],
and Constraint Score [78]), which are relevant to our proposed
methods. Variance score (VS) is a simple unsupervised evalua-
tion criterion of features. It selects features that have the max-
imum variance among all samples, with the basic idea that the
variance among a feature space reflects the representative power

of this feature. As another popular unsupervised feature selec-
tion method, Laplacian Score (LS) not only prefers features
with larger variances which have more representative power,
but also prefers features with stronger locality preserving ability
[81]. Constraint Score (CS) is a semi-supervised feature selec-
tion method, which performs feature selection according to the
constraint preserving ability of features [78]. It uses must-link
and cannot-link pair-wise constraints as supervision informa-
tion, where features that can best preserve the must-link con-
straints as well as the cannot-link constraints are assumed to be
important.
In software engineering, several feature selection methods

have been used [23], [27], [82]. Menzies et al. [82] employ ex-
haustive InfoGain subsetting to reduce the dimension, and speed
up the learning of the SDP model. Rodriguez et al. [27] apply
feature selection to software engineering data sets, and conclude
that the reduced data sets with fewer features maintain or im-
prove the prediction capability over the original data sets. Gao et
al. [23] propose a hybrid feature selection method composed of
a feature ranking and a feature subset selection stage. However,
to the best of our knowledge, existing feature selection methods
designed for SDP are cost-blind, i.e., the issue of different costs
for different errors is not considered.

III. PROPOSED METHODS

A. Cost Information

In most real-world applications, different misclassifications
are usually associated with different costs [49], [64], [65]. De-
note class labels as . Without loss of generality, we
assume that misclassifying a sample from the th class

as the th class will cause higher costs than mis-
classifying a sample of the th class as other classes. Here, we
call the class from the 1st class to the th class the in-group
class, while the th class is called the out-group class. Then,
we can categorize misclassification costs into three types: 1)
the cost of false acceptance , i.e., the cost of misclassifying
a sample from the out-group class as being from the in-group
class; 2) the cost of false rejection , i.e., the cost of mis-
classifying a sample from the in-group class as being from the
out-group class; and 3) the cost of false identification , i.e.,
the cost of misclassifying a sample from one in-group class as
being from another in-group class.
In this work, we assume , ,

and , as this will not change the final results [60],
[66]; and we denote the defect-prone module as being from the
out-group class, and the not-defect-prone module as being from
the in-group class. Then, we construct a cost matrix as shown
in Table I, where the element indi-
cates the cost value of classifying a sample from the th class as
the th class. The diagonal elements in the cost matrix are zero
because a correct classification will cause no cost.
Similar to the work in [59], we utilize the function to

describe the importance of the th class , which
is defined as

(1)
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TABLE I
THE COST MATRIX

Fig. 1. Flowchart of the proposed TSCS method.

where is the number of classes including the in-group and
out-group classes. A larger value of means that the th class
is more important.

B. Two-Stage Cost-Sensitive Learning

To fully utilize the valuable cost information, we propose a
two-stage cost-sensitive learning (TSCS) method for software
defect prediction where the cost information is used in both the
feature selection stage and the classification stage. The cost-sen-
sitive feature selection aims to select features that are associ-
ated with the interesting class (i.e., defect-prone module), and
the cost-sensitive classification deems to make the SDP classi-
fier not dominated by the majority class (i.e., not-defect-prone
module). The above two stages are used to solve the class im-
balance problem in SDP. The flowchart in Fig. 1 illustrates a
general architecture of the proposed TSCS method.
As shown in Fig. 1, the historical data, including various soft-

ware metrics captured from software systems, are divided into
two groups: the training data set, and the test data set. These
data are pre-processed before being fed into the following fea-
ture selection and classification algorithms. In the second stage,
cost-sensitive feature selection algorithms are applied to the
training data to find the optimal features, and thus the dimen-
sion can be reduced. The next step is to train the cost-sensitive
classification models based on the training data set with selected

features. Finally, the learned model is evaluated on the test data
set.
The proposed TSCS is a general method because any type

of cost-sensitive feature selection method can be used in the
feature selection stage, and any kind of cost-sensitive classifiers
can be used in the classification stage. However, to the best of
our knowledge, few works have been done on cost-sensitive
feature selection. In the following, we develop three novel cost-
sensitive feature selection algorithms by considering different
costs for different errors in the feature selection stage.

C. Cost-Sensitive Feature Selection

Assume we have a set of samples
, where is the number of samples, and is

the feature dimension. Let denote the th feature of
sample . Denote as the mean
of the th feature among all samples, and as the
number of samples belonging to the th class. Denote

as the must-link constraints set, and
as the

cannot-link constraints set.
1) CSVS: Similar to Variance score, we assume that the vari-

ance of a good feature in the out-group class should be larger
than that of the in-group classes. Thus, the Cost-Sensitive Vari-
ance Score (CSVS) of the th feature denoted as , which
should be maximized, is defined as

(2)

where is the sample number of the th class, and is the
importance value of the th class that can be obtained from (1).
2) CSLS: To facilitate balancing the variance and locality

preserving ability of features, we define the Cost-Sensitive
Laplacian Score (CSLS) of the th feature, denoted as ,
as

(3)

where is a diagonal matrix with element , and
is defined by the neighborhood relationship between two

samples and as

(4)

where is a constant that is set to be the average distance be-
tween training samples in this paper. And the term ’ and
are neighbors’ means that is among the nearest neighbors
of , or is among the nearest neighbors of .
In (3), , and are class labels for sam-

ples , and , respectively. The term denotes the
cost of classifying a sample from the th class to the th classs,
which can be obtained from the cost matrix given in Table I. The
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TABLE II
DETAILED INFORMATION OF MDP DATA SETS AFTER PRE-PROCESSING

term denotes the importance value of class defined in
(1). The regularization coefficient is used to trade off the con-
tribution of the two terms in (3). As is usually larger than

, we set in this work. In (3), we assume im-
portant features have smaller values.
3) CSCS: Taking the cost information into consideration, we

formulate the Cost-Sensitive Constraint Score (CSCS) of the th
feature denoted as , which should be minimized, as

(5)

where is a set of pair-wise must-link constraints, is a set of
pair-wise cannot-link constraints, and is a regularization coef-
ficient to trade-off the two terms in (5). Because is usually
larger than , and the distance between samples in the
same class is typically smaller than that in different classes, we
set in this work.

IV. EXPERIMENTS

A. Data Sets

The data sets used in this study come from the public NASA
Metrics Data Program (MDP) repository [19], making our pro-
posed methods repeatable and verifiable. These data sets, in-
cluding CM1, KC2, MW1, PC1, PC2, PC3, and PC4, belong
to several NASA projects, which are also used in [82]. Similar
to [56], we pre-process the data from each data set. The char-
acteristics of these data sets after pre-processing are shown in
Table II.

B. Performance Measurements

For better evaluating the performances in the cost-sensitive
learning scenarios, the Total-cost of misclassification, which is a
general measurement for cost-sensitive learning [49], [63]–[67],
is used as one primary evaluation criterion in our experiments.
On the other hand, as shown in Table III, the classification re-
sults can be represented by the confusion matrix with two rows
and two columns reporting the number of true positives (TP),
false positives (FP), false negatives (FN), and true negatives
(TN).

TABLE III
DEFECT PREDICTION CONFUSION MATRIX

From the confusion matrix, and can
be defined as

(6)

(7)

where measures the proportion of defect-prone
modules correctly classified, and measures the
proportion of samples correctly classified among the whole
population. In addition to the Total-cost, we also adopt the

and of the classification results as
evaluation measures.

C. Experiment Design

In the first group of experiments, we compare the two-stage
cost-sensitive learning method, i.e., the proposed TSCS, with
existing single-stage cost-sensitive classifiers onMDP data sets.
Among various existing cost-sensitive classifiers, the cost-sen-
sitive back propagation neural network (CSNN) method with
the threshold moving technique has been shown effective to
build cost-sensitive SDP models [17]. Thus, we use CSNN with
the threshold-moving strategy as the single-stage cost-sensitive
classifier in this work. In the proposed TSCS, three cost-sen-
sitive feature selection algorithms (CSVS, CSLS, and CSCS)
are used in the feature selection stage, and CSNN is used in the
classification stage. Also, the back propagation neural network
(NN) [80] is used as a cost-blind classifier in the experiments.
In the second group of experiments, we evaluate the proposed
TSCS method, and the proposed cost-sensitive feature selection
methods (i.e., CSVS, CSLS, and CSCS) in SDP, with compar-
ison to conventional methods.
A 10-fold cross-validation strategy is used to compute the

Total-cost, , and on the test set. To be
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TABLE IV
RESULTS OF TWO-STAGE AND SINGLE-STAGE COST-SENSITIVE LEARNING METHODS ON MDP DATA SETS

specific, the whole data set is first randomly partitioned into
ten equally sized subsets. Each time, one of these subsets is re-
tained as the test data while the other nine subsets are used as the
training data. To ensure a low bias of random partitioning, the
cross-validation process is repeated ten times. For each perfor-
mance measure, the mean is computed from the results of these
ten runs.
For the proposed CSLS and CSCS methods, the parameters
and are both set to be 0.5. Following the work in [79], we

use equal numbers of must-link and cannot-link constraints in
the experiments. To be specific, for each data set, a total of 100
pair-wise constraints including 50 must-link and 50 cannot-link
constraints are used. For fair comparison, the conventional CS
method and the proposed CSCS method share the same pool of
pair-wise constraints. The fixed costs, i.e. and
, are used in the experiments. We also discuss the influence

of different cost ratios on the experimental results, with more
details given in Section IV-F.

D. Two-Stage vs. Single-Stage Cost-Sensitive Learning

In this subsection, we perform classification experiments
by comparing the proposed two-stage cost-sensitive learning
(i.e., TSCS) method to the existing single-stage cost-sensitive
learning (i.e., CSNN) method. The experimental results are re-
ported in Table IV, where numbers in the bracket represent the
optimal features determined by the lowest Total-cost achieved
by a specific feature selection method. In addition, Fig. 2 plots
the results vs. different numbers of selected features achieved
by the proposed TSCS method and the CSNN method on CM1
and KC2 data sets.
From Table IV, one can see that the proposed TSCS

methods (including , , and
) consistently achieve lower Total-cost than

CSNN on seven data sets. At the same time, the proposed
method usually performs better than the

proposed and methods in
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Fig. 2. Classification results vs. different number of selected features on CM1 and KC2 data sets achieved by the proposed TSCS (i.e. ,
, and ) methods, and the CSNN method.

Fig. 3. Comparison of performances of different feature selection methods using NN classifier on CM1 and KC2 data sets.

reducing the Total-cost. In terms of , the three
proposed TSCS methods usually outperform CSNN, especially
on the CM1, KC2, and PC3 data sets. As for , the
proposed TSCS methods achieve competitive results compared
to CSNN. It is worth noting that, on the PC2 data set which
is extremely class imbalanced, the proposed
method achieves lower Total-cost as well as higher
than other methods. These results indicate that, compared to
single-stage cost-sensitive classifiers, the proposed TSCS
methods considering cost information in both feature selection
and classification stages provide better solutions to deal with
the class imbalance problem in SDP.
From Fig. 2(a) and (d), one can see that the proposed

TSCS methods (i.e., , , and
) using less than one third of the features can

achieve a lower Total-cost than CSNN on two data sets. For
example, on the CM1 data set, the proposed
using only two selected features perform better than CSNN.

From Fig. 2(b) and (e), it can be seen that, on both CM1 and
KC2 data sets, the achieved by the proposed TSCS
using less than three features are significantly higher than that
of CSNN. From Fig. 2(c) and (f), one can see that, in terms of

, the proposed TSCS and the CSNN methods achieve
comparable results in most cases, even if the former uses a
reduced number of features than the latter. These results again
validate the advantages of our proposed TSCS methods over a
conventional single-stage cost-sensitive classifier.

E. Cost-Sensitive vs. Cost-Blind Learning

In this subsection, we evaluate the proposed TSCS, and three
cost-sensitive feature selection methods in SDP, with compar-
ison to conventional methods including , ,

, , , and . The
classification results achieved by cost-sensitive and cost-blind
feature selection methods on CM1 and KC2 data sets, using a
cost-blind classifier (i.e., NN), are shown in Fig. 3.
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Fig. 4. Comparison of performances of different feature selection methods using CSNN classifier on CM1 and KC2 data sets.

Fig. 5. Total-cost vs. different cost ratios for different methods on CM1 and KC2 data sets.

As can be seen from Fig. 3, compared to NN, both the cost-
sensitive and cost-blind feature selection methods can signifi-
cantly reduce the Total-cost and improve the on
two data sets, demonstrating that feature selection is an impor-
tant step for the SDP problem. On the other hand, one can see
that the proposed , , and
methods usually outperform , , and ,
respectively.
The experimental results achieved by different feature selec-

tion methods using a cost-sensitive classifier (i.e., CSNN) are
given in Fig. 4. From Fig. 4, one can find a similar trend as in
Fig. 3. Specifically, feature selection can help improve the per-
formance of SDP, compared to CSNN without any feature se-
lection stage. Also, the proposed cost-sensitive feature selection
methods usually perform better than cost-blind feature selection
methods in Total-cost and on the two data sets we
used. These results further validate the efficacy of using cost
information in both the feature selection and the classification
stages.

F. Discussion

1) Influence of Cost Ratio: In the above experiments, the cost
ratios (i.e., ) are given by users, which reflect the users’
intention on the trade-off between different types of errors. Now,
we investigate the influence of different cost ratios on the perfor-
mances of different methods. To be specific, the proposed TSCS
(i.e., , and )
methods are compared to conventional single-stage cost-sen-
sitive learning methods (i.e., , , and

) by using different cost ratios.We first set ,
and then select the cost ratio from {5, 10, 15, 20, 25, 30}. In
Fig. 5, we plot the Total-cost achieved by different methods with
different cost ratios.
As can be seen from Fig. 5, the Total-cost achieved by our

proposed cost-sensitive feature selection algorithms (including
CSVS, CSLS, and CSCS) rises slowly with the increase of the
cost ratios on both CM1 and KC2 data sets. In most cases, the
proposed TSCS perform better than single-stage cost-sensitive
methods in reducing the overall cost of misclassification.
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2) Threats to Validity: The proposed TSCS learning method
is a general method, where any other kinds of cost-sensitive fea-
ture selection algorithms, and cost-sensitive classifiers can be
used in the feature selection stage, and the classification stage,
respectively. In the current study, we adopt CSNN as the cost-
sensitive classifier, because it has been recently shown effec-
tive for addressing the class-imbalance problem in SDP [17].
In addition, to the best of our knowledge, no previous studies
have addressed using cost information in the feature selection
stage. Accordingly, we proposed three filter-type cost-sensitive
feature selection methods, i.e., CSVS, CSLS, and CSCS, which
are more suitable for large-scale software systems than other
(e.g., wrapper-type) feature selection methods.
In the current experiments, we used public software defect

prediction data sets from NASA projects. However, due to dif-
ferent pre-processing methods, there might be different results
between our current study and others. In addition, as the NASA
MDP data sets have been questioned byGray et al. [83] recently,
other software defect data could be used to further validate our
proposed methods.

V. CONCLUSION

To address the class-imbalance and high-dimensional data
problems of software defect prediction, we propose a two-stage
cost-sensitive learning (TSCS) method, where the cost infor-
mation is utilized not only in the classification stage but also
in the feature selection stage. We also develop three cost-sensi-
tive feature selection methods, called CSVS, CSLS, and CSCS,
by incorporating the cost information into conventional fea-
ture selection algorithms. Experimental results demonstrate that
the proposed TSCS methods outperform single-stage cost-sen-
sitive learning methods, while the proposed cost-sensitive fea-
ture selection methods perform better than conventional cost-
blind feature selection methods.
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