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Deep Memory Network for Cross-Modal Retrieval
Ge Song , Dong Wang , and Xiaoyang Tan

Abstract—With the explosive growth of multimedia data on
the Internet, cross-modal retrieval has attracted a great deal of
attention in both computer vision and multimedia communities.
However, this task is challenging due to the heterogeneity gap
between different modalities. Current approaches typically involve
a common representation learning process that maps data from
different modalities into a common space by linear or nonlinear
embedding. Yet, most of them only handle the dual-modal
situation and generalize poorly to complex cases that involve
multiple modalities. In addition, they often require expensive fine-
grained alignment of training data among diverse modalities. In
this paper, we address these with a novel cross-modal memory
network (CMMN), in which memory contents across modalities
are simultaneously learned from end to end without the need
of exact alignment. We further account for the diversity across
multiple modalities using the strategy of adversarial learning.
Extensive experimental results on several large-scale datasets
demonstrate that the proposed CMMN approach achieves state-
of-the-art performance in the task of cross-modal retrieval.

Index Terms—Cross-modal retrieval, memory network, deep
learning.

I. INTRODUCTION

R ETRIEVING data from multiple modalities correspond-
ing to one phenomenon is a useful technique to achieve

the comprehensive knowledge of the phenomenon of interest,
e.g., a sketch portrait of a criminal provided by the witness can
be used to find relevant face images about that criminal in the
criminal investigation. Information querying scenario like this
is often called cross-modal retrieval (CMR) in literature [1].
This challenging task has gained increasing attention from both
industrial and academic communities due to its wide usage in
real-world applications.

Among others, two issues are central to the task of CMR:
one is the measurement of content similarity among data from
different modalities (also referred as the heterogeneity gap); the
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other is related to the storage and retrieval efficiency problem
when dealing with large-scale multimedia data. Many cross-
modal representation learning methods [2]–[6] are proposed
and typically work by performing some mapping from different
modalities to a unified feature space with various linear or non-
linear transformations, such that different modalities of the data
become computationally comparable. Despite the effectiveness
of these methods, they have a few limitations: first, numerous
of them only focus on two types of modalities (e.g., image-text)
(using either traditional statistic analysis such Canonical Cor-
relation Analysis (CCA) based methods [7], [8] or more recent
deep models [3], [9]). Although several methods [5], [10] have
extended this to handle more than two modalities, they are not
very adaptive when a new modal is available; Second, many
existing methods [2], [11], [12] require that the training data are
exactly aligned among various modality at a fine-grained level,
e.g., in the form of image-text pairs. This is not practical in the
real-life scenario. For example, for two collections of news of
video and audio sharing the same topics, it is hard if not impos-
sible to match them at a very detailed level. Last but not least,
prior knowledge about the underlying phenomenon of interest
is not fully exploited in these methods, e.g., information about
the type of modality and the corresponding expressive power of
each type are generally ignored.

Due to the low storage costs and the high computational
efficiency of binary codes, hashing based approximate nearest
neighbors (ANN) search methods [13], [14] have achieved great
success in image retrieval tasks and attracted increasing atten-
tion. Recently, this idea of hashing schemes [10], [15], [16]
has been extended to cross-modality retrieval by embedding the
data of interest into a low-dimensional Hamming space so as
to efficiently preserve the cross-modality similarity. However
such methods may suffer from the same limitations mentioned
before in accommodating new modality and in aligning diverse
modalities.

In this paper, we address the above issues with a newly-
introduced deep network architecture with memory mechanism
for cross-modal representation learning. The method is named
Cross-Modal Memory Network (CMMN), and is motivated by
the following thinking experiment: if we ask someone to imag-
ine a scene of soccer game, he or she may first interpret in
his/her brain what the soccer game is (e.g., ‘Some people are
playing football on the grass field’) and search some impressive
components in his/her memory (e.g., person, football), and then
these components are aggregated, processed and transformed
into the final image of the scene. Such procedure of integrat-
ing and mapping various attention contents relevant to the tar-
get object across various modalities are helpful for common
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Fig. 1. Illustration of our motivation. We observed that heterogeneous data could be represented by a collection of corresponding related clues (visual objects in
images, textual entities in texts or others) across different modalities. Initially, the features with the salient semantic concepts of each modal are pre-learned and
stored in memory components of CMMN. For a given query, the CMMN automatically learns to search from memory supporting clues in different modalities, and
the corresponding common representation of input is then obtained by aggregating and transforming these clues found.

Fig. 2. Overview of the proposed cross-modal memory network. The proposed architecture consists of five components: Memory block (M), Input processor
(I), Memory controller (C), Cross-modal fusion (F) and Semantic hash layer (H). It firstly pre-trains N individual classifiers O of semantic concept for each
modal to initialize working memory contents in M. When the input goes through the network, N relevant context features c of each modal will be obtained with
attention-based addressing of I and reading of C, and consequently are merged into an internal representation via F, where an extra classifier D of the modal type
with adversarial learning strategy is incorporated to achieve fine-fusion. After that, this representation is converted into binary-like codes by semantic hash layer
H for fast retrieval. Semantic and similarity loss is used to maximize the discriminative of learned code and the relevance of cross-modal data, and simultaneously
quantization loss is imposed on the real-valued output to approximate the desired discrete values.

representation learning. Besides, the imaging way of searching
useful components is quite similar with the data processing of
memory neural network (MemNN). MemNN uses memory to
store some facts in memory and retrieving supporting facts for
input to do inferring. Therefore, we can take advantage of the
memory mechanism to design a memory network that can learn
to find supporting pre-stored clews (i.e., visual objects in im-
ages, textual entities in texts or others) of different modalities
for the input data. These clews are related to the input data in
semantic level, and then the input data and its relevant clews
can be mapped into a common representation space through
nonlinear transforming of CMMN.

The above idea is illustrated in Fig. 1, and a possible imple-
mentation using the proposed CMMN network is given in Fig. 2.
We also use the category information of multi-modality to en-
hance the quality of fused common representation under the
framework of adversarial learning and adopt additional hash-
ing layer to accelerate the retrieval efficiency. Extensive ex-
perimental results show that the proposed CMMN approach
achieves state-of-the-art performance on the Wikipedia [7],
MIRFLICKR [17], NUS-WIDE [18] and Microsoft COCO [19]

datasets and outperforms several other baselines on the large-
scale scene dataset CMPlaces [20]. A preliminary version of
this work appeared in [21].

The remainder of this paper describes and analyzes our
CMMN in detail. The related work is described in Section II,
the details of the CMMN model are presented in Section III,
and experimental results are given in Section IV. We draw our
conclusions in Section V.

II. RELATED WORK

In this section, we briefly review the related methods for
cross-modality retrieval and discuss some of the recent works
concerning memory neural networks.

A. Cross-Modal Retrieval

During the past few years, many approaches [6]–[8], [22],
[23] have been proposed for cross-modal retrieval. The key idea
of these is to map heterogeneous data into a shared common
representation space to account for the diversity of different
modalities. One representative approach is the canonical corre-



SONG et al.: DEEP MEMORY NETWORK FOR CROSS-MODAL RETRIEVAL 1263

lation analysis (CCA) [7] and its variation in modern days [5],
[8], which learn two separate linear mappings for two corre-
sponding modalities so that they are maximally correlated in
one common subspace. Since these methods cannot easily cap-
ture high-level semantics simply from the raw visual or tex-
tual features, Gong et al. [5] present a three-view embedding
method named TV-CCA, which incorporates a third semantic
view into CCA. However, most of these methods focus on en-
hancing cross-modal similarity of aligned data and ignore the
preservation of the intra-modal similarity.

Many methods [3], [4], [20], [23] investigate the possibility of
learning complex nonlinear embedding networks based on deep
architectures. For example, Srivastava et al. [24] used Deep
Boltzmann Machine (DBM) to learn a probability density over
the space of multimodal inputs and obtained a unified repre-
sentation for each single-modal data, whereas Ngiam et al. [25]
adopted several unsupervised deep models to learn features over
multiple modalities. Feng et al. [26] proposed a correspondence
autoencoder (cor-AE) network to maximize the correlation of
hidden representations of two uni-modal autoencoders.

Recently more complex deep models [3], [4], [11], [20], [23],
[27], [28] with supervised information have been employed for
cross-modal learning. In [23], Jiang et al. presented a method
that takes advantage of fine-grained local information of image
patch and textual words to optimize a pairwise ranking function
for cross-modal retrieval. To learn the cross-modal represen-
tation of weakly alignment scene data, Castrejon et al. [20]
established a large-scale multi-modal scene dataset named CM-
Places and presented a method to regularize the deep features
from different modalities such that they share the same Gaus-
sian distribution. Salvador et al. [3] also proposed a joint neural
embedding model and used semantic regularization to learn a
common representation. Wei et al. [4] further investigated the
feasibility of using the off-the-shelf and fine-tuned CNN fea-
tures to tackle cross-modal retrieval with semantic matching.
Despite their effectiveness, all of the aforementioned methods
assume the availability of a large number of matched aligned
cross-modal pairs which are unfortunately not always available
in practice.

Hashing techniques [29], [30] have been successfully applied
in the retrieval tasks to encode high-dimensional features into
compact binary codes, hence enabling extremely fast similar-
ity search with Hamming distances. More recently many re-
searchers have investigated the techniques of cross-modal hash-
ing [16], [31]–[36], and various regression methods such as
kernel logistic regression [10] and AdaBoost [37] have been
used for this purpose. Zhang and Li [38] proposed to integrate
semantic labels into the hashing learning procedure and learned
the binary codes bit by bit. Jiang and Li [16] presented a method
that integrates feature learning and hash learning in the same
end-to-end deep learning framework and optimizes the model
via maximizing the likelihood of the cross-modal similarities.
Cao et al. [9] developed a method that generates compact hash
codes of images and sentences using stacked LSTMs and CNN,
whereas the deep sketch hashing method by Liu et al. [39] con-
sists of three convolutional neural networks to encode free-hand
sketches, natural images, and the auxiliary sketch-tokens.

B. Memory-Augmented Neural Network

The central idea of memory-augmented networks [40] is to
enhance the network’s long-term memory capability by aug-
menting it with a series of extra memory components. These
memory components can be read and written to store input facts
(statements sentence) and to retrieve supporting facts for an in-
put query. As a specific implementation of this idea, Sukhbaatar
et al. [41] developed an end-to-end neural network MemN2N
with a recurrent attention model over a large external memory.
Let x = [x1 , . . . , xn ] represent n facts with the associated em-
beddings [x1 , . . . ,xn ] and let q be the embedding of the query
q. To read from the memory, the posterior of each memory slot
i being selected given the query q and the fact [xi] in that slot is
first estimated, and using this the corresponding supporting facts
c stored in memory for q is then calculated in a soft attention
manner.

Miller et al. [42] presented a key-value memory network
which allows utilizing different encoding schemes for memory
reading, and a similar memory mechanism is adopted in Neural
Turing Machine (NTM) of [43] to tackle the problem of sorting
and recalling. Note that the attention mechanism is popularly
employed along with the reading and writing operation of the
memory, which basically computes a categorical distribution
so as to get a soft-selection over memory slots. Recently Kim
et al. [44] have proposed a new structured attention network
which instead used a conditional random field to capture such
structural dependencies of memories.

The memory-augmented neural network is also widely used
in the field of computer vision. For example, the stacked atten-
tion networks (SANs) [45] use the semantic representation of
a query to search for the regions in a given image to infer the
answer. In this scheme, the whole image is stored as memory,
and it exploits supporting visual cues for reasoning. As another
example, Iterative Querying Model (IQM) [46] encodes human-
curated knowledge evidence into an extra memory bank as the
auxiliary for more accurate reasoning. Meanwhile, some recent
efforts [47], [48] have explored ways to use RNNs or LSTM-
based models with memory in the natural language processing
(NLP) field. Wang et al. [47] proposed to enhance the RNN
decoder in neural machine translator with a pre-determined size
external memory so that it can capture relevant information for
the decoding process. Cheng et al. [48] extend the LSTM-based
machine reader with a memory network, explicitly storing con-
textual information of input tokens to induce their relations and
perform shallow reasoning.

It is worth mentioning that the above memory-augmented
neural networks are used either for visual Question-Answer
(QA) [45], [46] or for text understanding [47], [48] and only
one type of modal is involved in these models, whereas our
work extends these for cross-modal representation learning.

III. THE PROPOSED METHOD

In this section, we give a detailed description of the proposed
cross-modal memory network model (CMMN) and its possible
extensions.
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A. Cross-Modal Memory Networks

Our cross-modal memory network (CMMN) consists of five
major components: an input processor, a memory block and
its controller, a cross-modal fusion component, and a seman-
tic hashing layer. Fig. 2 illustrates the overall architecture of
CMMN. Particularly, the network first takes the input from each
modality through the input processor, and with the help the
memory block and the companying memory controller, the input
processor maps the multi-modal data into points in a common
feature space. To further account for the diversity, the cross-
modal fusion component aggregates these into a single vector
using an adversarial learning strategy. Finally, the fused vec-
tor is sent to the semantic hashing layer to be condensed into
compact binary codes for efficient retrieval.

Suppose that we have K modalities with each dimension
Dk . For each modality k, we have a memory block Mk , which
consists of NMk

memory units, each of which is denoted as a
vector mk

i in R1×Dk .
Memory Block: Prototype concepts representation is critical

for cross-modal learning in the proposed CMMN. Human be-
ings always remember the general and specific characteristics
of classes which are helpful to distinguish inter-class and intra-
class objects. This intuition gives us some hints about what
should memories store - those prototypes containing more gen-
eral characteristic of the specific concept. We call our com-
putational facilities that store prototypes ‘memory block’, one
memory unit for one prototype. To learn them, for each modal-
ity, we use its N training data {(xi, li}N

i=1} (where xi ∈ R1×Dk ,
li ∈ {0, 1}1×C , and C is the total number of classes in that
modality1) to train a classifier O that predicts the conditional
probability p(li |xi). Then the content of memory for that modal-
ity can be computed as follows:

Mk =
C⋃

j=1

{x ∈ R1×Dk | x ∈ TOPT
xi ∈Cj

(p(li,j = 1|xi))} (1)

where li,j ∈ {0, 1} is the j-th element of label vector li , and Cj

is set of samples in category j. In words, candidate prototypes in
each category are sorted according to its posterior probability in
that category, and the top T candidates are selected as memory
content (T is a user-defined parameter). Memories for other
modalities are generated in the way.

Input processor: To account for the diversity of multiple
modalities, given an input q ∈ R1×D of some modality, we
need to re-express it using some ‘language’ that is indepen-
dent of any modality, and this is where our ‘memories’ of each
modality come in. Particularly, for both the input q and the
memory block of each modality, we first convert them into a
V -dimensional common continuous space with embedding ma-
trices A ∈ RD×V , Bk ∈ RDk ×V , respectively. Then the match
score between q and i-th memory unit in the k-th memory
block mk,i is calculated in the embedding space using the in-
ner product operation, and the softmax attention mechanism is
used to determine memories’ position. Let variables zk denote

1Here for simplicity we only consider the situation where both the category
types and the number of categories of data in each modality are kept the same.

the position of Mk to be read according to the query. Then the
distribution of zk over the positions of memory units in Mk can
be estimated as follows:

p(zk = i | mk,i , q) = softmax
(
(mk,iBk)(qA)T)

(2)

where softmax(xi) = 1
Z exp(xi), and Z =

∑
j exp(xj ).

Memory controller: As each memory unit of a memory block
contains both certain degrees of semantic information and cer-
tain degrees of noise, to read them out for a given input q, they
are first undergone a linear transformation defined by a matrix
Rk ∈ RDk ×V . This resulted in a filtered vector (also called a
‘context vector’) ck , as follows,

ck =
NM k∑

i=1

p(zk = i | mk,i , q))(mk,iRk) (3)

To learn the filtering matrixRk , we use a context loss Jcontext .
Depending on the types of labels l of training samples available,
the exact formation of Jcontext adopted is different. Particularly,
if the label l is a multi-class output vector, we use the usual
cross-entropy loss, while in the case of multi-label, the squared
reconstructive loss is used instead. Let the output of the context
loss layer be Ic(ck ) ∈ R1×D , and the input vector be q. This
squared version of Jcontext is defined as below:

Jcontext(ck ) = ‖Ic(ck ) − q‖2
F (4)

where ‖ · ‖F is the Frobenius norm of vector.
Cross-modal fusion: This layer links the K filtered vector

ck ∈ R1×V for the input q cross all the K modalities. To fuse
these vectors, all filtered vectors ck and the embedded vector
of the input q are integrated into a vector csum by weighted
summing, which is then mapped into a common representation
space via a nonlinear transformation layer Fc1 (see Fig. 2). The
final fused feature r is the output of Fc1:

csum = (α(qA) +
K∑

j=1

βjcj)

r = relu(csumW1 + b1) (5)

where relu(x) = max(x, 0), W1 ∈ RV ×D1 and b1 are the
weight and bias of Fc1 layer, D1 is the number of nodes of
Fc1. The parameters α, {βj}K

j=1 are initialized to be 1 and are
learnt during the training procedure with back-propagation.

Intuitively, a good modality fusion model should have two
characteristics: one is to preserve as much semantic information
as possible, and the other is that after fusing it should weaken
the trace of the original modality as much as possible (as this
indicates that the information has been well fused). We achieve
these two goals within the adversarial learning framework [49].

Assuming that each sample is associated with a modality
type label lmod ∈ {0, 1}1×K (if the sample comes from the j-th
modality then lmodj

is 1, otherwise is 0). We can introduce a
modality classifier (D) to measure the fusion quality of csum ,
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the goal of D is to minimize the following function:

Jclassifier(csum , lmod) = −
K∑

j=1

lmodj
log(l̂modj

) (6)

where l̂mod is the predicted modality label of csum through the
classifier D.

Based on above intuition, the goal of CMMN is to adjust its
weights to weaken the trace of the original modality in csum as
much as possible, that is to maximize Eq.(6). This procedure
can guide CMMN to search more invariant and complementary
memory contents for cross-modal fusion. Now we have two
modules playing an adversarial game:

max
C M M ND

min
D

Jclassifier(csum , lmod) (7)

where CMMND denots the part of CMMN before D.
To solve Eq. (7), we insert a gradient reserved layer before D

(as shown in Fig. 2) to reverse gradient back-propagated from
Jclassifier loss, The optimization process of CMMN and D with
gradient descent can be roughly denoted as follows:

θt+1
CMMND

= θt
CMMND

− ρ
∂csum

∂θt
CMMND

(
−∂Jclassifier

∂csum

)

= θt
CMMND

+ ρ
∂Jclassifier

∂θt
CMMND

θt+1
D = θt

D − ρ
∂Jclassifier

∂θt
D

(8)

where θt
CMMND

and θt
D are parameters of CMMND and D at

time t, respectively. And ρ is learning rate.
Semantic hashing layer: To speed up retrieval, the fused rep-

resentation r ∈ R1×D1 is transformed into D2-dim binary codes
by a hash-layer (a fully-connect layer activated with sigmoid or
tanh function) with hashing constraints [13]. Let h be the output
of hash layer.

h = tanh(rW2 + b2) (9)

where tanh(x) = (ex −e−x )
(ex +e−x ) , W2 ∈ RD1 ×D2 and b2 are the

weight and bias of the hash layer. Hash codes can be obtained
by simple quantization b = sign(h) ∈ {−1, 1}1×D2 .

B. Loss Function and Optimization

To learn the proposed CMMN network, several heuristics
are incorporated into the loss function. Besides the context loss
Jcontext and the modality classification loss Jclassifier described
in the previous section, we adopted two additional loss terms
that are helpful to improve the discriminative power of the learnt
representation and to better capture the semantic similarity be-
tween two points (see Fig. 2):

Semantic preservation loss Jsemantic: Given the binary codes
b of the input q and its label l, if q is multi-class data (‖l‖1 = 1),
the Jsemantic is defined as follows:

Jsemantic(b, l) = −
C∑

j=1

(
lj log(l̂j )

)
(10)

where l̂ is the predicted label of CMMN. If q is multi-label data
(‖l‖1 > 1), the Jsemantic is defined as:

Jsemantic(b, l) = −
C∑

j=1

(
w · lj log(l̂j ) + (1 − lj ) log(1 − l̂j )

)

(11)

where w is the ratio of negative and positive samples.
Pairwise similarity loss Jsimilarity : For a pair of binary codes

bi and bj , as there exists a linear relationship between their
Hamming distance dH (·, ·) and inner product 〈·, ·〉: dH (bi, bj ) =
1
2 (D2 − 〈bi, bj 〉), one can use the inner product as a surrogate
of the Hamming distance [50]. Given a similarity measure sij

(if li ∩ lj �=ø then sij = 1, otherwise sij = 0) in the label space
between the two points, the likelihood p(sij |bi , bj ) is defined as
follows:

p(sij |bi, bj ) =

{
σ(〈bi, bj 〉) sij = 1

1 − σ(〈bi, bj 〉) sij = 0

= σ(〈bi, bj 〉)si j (1 − σ(〈bi, bj 〉))1−si j (12)

where σ(x) = 1
1+exp(−x) is the sigmoid function. Then the pair-

wise cross-entropy loss Jsimilarity is defined as the negative log
likelihood p(sij |bi, bj ):

Jsimilarity (sij , bi , bj ) = log
(

1 + exp
(

1
2
bT
i bj

))

− sij

(
1
2
bT
i bj

)
(13)

Finally, the overall loss function for N training samples is
defined as follows:

J =
N∑

i=1

Jsemantic(bi, li) +
N∑

i=1

N∑

j=1

λ1Jsimilarity (sij , bi , bj )

+ λ2

N∑

i=1

Jclassifier(csumi
, lmodi

)+λ3

N∑

i=1

K∑

j=1

Jcontext(cij )

(14)

where cij denotes the j-th modal context vector of i-th sample.
λ1 , λ2 , λ3 are balance parameters. For multi-class problem, we
use Eq. (10) for Jsemantic , and the softmax loss for Jcontext ;
while for the multi-label problem, Jsemantic is given in Eq. (11),
and Jcontext takes the form of Eq. (4).

As the problem of Eq. (14) is a discrete optimization problem,
which is NP-hard to solve, we have to make some relaxation by
replacing the binary codes b with the tanh activation h of the
hash layer (see Eq. (9)). However, this will give rise to some
approximation error, i.e., ||b − h||1 . To control this quantization
error, we introduce another loss term Jquantization loss = ||b −
h||22 , which enforces h to be saturated. Hence the final objective
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Eq. (15) is rewritten as follows:

J =
N∑

i=1

Jsemantic(hi, li) +
N∑

i=1

N∑

j=1

λ1Jsimilarity (sij , hi, hj )

+ λ2

N∑

i=1

Jclassifier(csumi
, lmodi

)+λ3

N∑

i=1

K∑

j=1

Jcontext(cij )

+ λ4

N∑

i=1

Jquantization loss(hi, bi) (15)

where λ1 , λ2 , λ3 , λ4 are balance parameters.
Because the overall CMMN model from input to output is

smooth when b is fixed, it is easy to compute gradients and
back-propagate through it. In CMMN, the parameters mainly
lie in three parts, the embedding matrix A for input feature, two
embedding matrices B,R for each memory block, and other
mapping matrices W1 ,W2 . All these parameters including the
memory block Mk for each modality are jointly learned by
minimizing the objective loss (15), which is performed using
stochastic gradient descent (SGD). At each iteration, the current
version of binary codes b is first updated by thresholding the
output of the hashing layer of the CMM, and then it is kept fixed
until the next round of updating.

C. Extensions

Accommodating new modality: The proposed CMMN frame-
work is not only able to handle multiple modalities at the same
time, but it can also conveniently accommodate new modality
if needed, as it does not need fine-grained modality alignment.
Particularly, the following steps need to be performed for a new
modality. First, the corresponding memory MK+1 is generated
using Eq. (1). Next, it will be assembled to CMMN by adding
a set of model parameters (i.e., BK+1 ,RK+1 , βK +1) for it. In
the training stage, a new context vector ck+1 will be calculated
with Eq. (3) and then fused into the learned representation with
Eq. (5), whose discriminability could be further enhanced us-
ing the adversarial training method described in the previous
section, if needed.

Using aligned data: Although the whole procedure of our
CMMN method needs no explicit modality alignment, some-
times data with aligned modalities can be relatively easy to ob-
tain. For example, on many web pages, images often co-occur
with text descriptions. In such cases, it is useful to exploit the
available alignment information to further boost the discrimi-
native property of learned codes. Here, a modified probabilis-
tic approach [10] is adopted. Assume a sample is represented
by K alignment modalities features {x(1) , x(2) , . . . , x(K )},
where x(k) ∈ RDk . Their modality-specific predicted binary-
like codes are denoted as {h(1) , h(2) , . . . , h(K )} and the corre-
sponding hashing codes as {b(1) , b(2) , . . . , b(K )}, where h(k) ∈
(−1, 1)D2 , b(k) ∈ {−1, 1}D2 , k = 1, . . . , K. The desired fused
hashing codes of the sample is then denoted as b ∈ {−1,−1}D2 .

With the data points {x(1) , . . . , x(K )} that aligned across all
the modality, we calculate the value of each bit of the hashing
codes b by comparing the relative posterior probability of that

bit being positive or not, as follows,

bj = sign
(
p(bj = 1|x(1) , . . . , x(K ))

− p(bj = −1|x(1) , . . . , x(K ))
)

(16)

By applying the Bayes’ theorem and assuming that different
modalities are conditionally independent on bj , and that p(bj =
1) = p(bj = −1), we have,

bj = sign

(
K∏

k=1

p(b(k)
j = 1|x(k)) −

K∏

k=1

p(b(k)
j = −1|x(k))

)

(17)

where the value of that bit in each modality is estimated based
on the corresponding bit of the output of the hashing layer,

p(b(k)
j = 1|x(k)) =

h
(k)
j + 1

2
(18)

Under the situation of two aligned features x(1) and x(2) ,
Eq. (17) can be simplified to be,

bj = sign(p(b(1)
j = 1|x(1))p(b(2)

j = 1|x(2))

− p(b(1)
j = −1|x(1))p(b(2)

j = −1|x(2)))

= sign(p(b(1)
j = 1|x(1)) + p(b(2)

j = 1|x(2)) − 1)

= sign(h(1)
j + h

(2)
j ) (19)

IV. EXPERIMENTS

A. Datasets and Experimental Settings

To evaluate the performance of the proposed CMMN method
in cross-modal retrieval task, we conduct extensive experiments
on five datasets, i.e., Wikipedia [7], MIRFLICKR [17], NUS-
WIDE [18], Microsoft COCO [19], and CMPlaces [20]. Note
that these datasets are collected not particularly for the task of
cross-modal retrieval, but they do have the evaluation protocol
for other vision tasks such as object recognition or multimodal
data fusion. In our experiments, we randomly sample a portion
of data from the training set to train models, while in the testing
stage, for each modality, we use the whole training set as the
dataset to be retrieved and use testing set as queries.

Wiki: is an image-text dataset generated from Wikipedia and
consists of 2,173 training and 693 testing image-text pairs. For
each pair, the image is represented by the 128-dimensional SIFT
descriptor vector, and the 10-dimensional vector derived from
a latent Dirichlet allocation (LDA) model gives the text de-
scription. Each pair associated with one of 10 semantic labels
including history, biology and so on. We use the whole training
set for training.

MIRFLICKR: is an image-text dataset and originally contains
25,000 pairs. Each pair associates with some of 24 labels. For
pretreatment, we remove pairs without textual tags or annotated
labels, and we subsequently get 18,006 pairs as the training set
and 2,000 pairs as the testing set. We represent each image as a
2,048-dimensional deep feature extracted from the ResNet [51]



SONG et al.: DEEP MEMORY NETWORK FOR CROSS-MODAL RETRIEVAL 1267

pre-trained on the ImageNet. The 1386-dimensional bag-of-
words vector gives the text description. We sampled 5,000 pairs
of the training set for training.

NUS-WIDE: contains 260,648 web images, and some images
associate with textual tags, belonging to 81 concepts. Following
[10], [16], only the top 10 most frequent labels and the corre-
sponding 186,577 text-image pairs are kept. In our experiments,
80,000 pairs and 2,000 pairs are sampled as the training and
testing sets respectively. We represent each image as a 2,048-
dimensional deep feature extracted from the ResNet [51] net-
work pre-trained on the ImageNet. The 1000-dimensional bag-
of-words vector gives the text description. We sampled 5,000
pairs of the training set for training.

Microsoft COCO: is a large-scale object dataset, containing
82,783 training and 40,504 testing images. Each image is as-
sociated with five sentences (only the first sentence is used in
our experiments), belonging to 80 most frequent categories.
After pruning images with no category information, we ob-
tained 82,081 image-sentence pairs as the training set. We rep-
resent each image as a 2,048-dimensional deep feature extracted
from the ResNet [51] network pre-trained on the ImageNet. The
4800-dimensional Skip-thought vector [52] gives the sentence
description. We sample 10,000 pairs of the training set for train-
ing and 4,956 pairs from the testing set as queries.

CMPlaces: is a large-scale places dataset that consists of
five modalities. It includes 2.4 million training and 20,500 test-
ing natural images (NAT), 14,830 training and 2,050 testing
line drawings (LDR), 9,752 training and 2050 testing textual
descriptions (DSC), 11,372 training and 1,954 testing clip art
(CLP), 456,300 training and 2,050 testing synthetic Spatial text
images (SPT). Each sample associated with a unique label of
205 scene categories. The average-pooling the 4800-D Skip-
thought vectors [52] of each sentence give the DSC description.
For pixel-based modalities (e.g., NAT, LDR, etc.), we sepa-
rately fine-tuned the AlexNet ( pre-trained on the Place 205
dataset [53]) on the corresponding training data and extract the
4,096-D feature from the fc7 layer as the representation. We
sample 38,950 examples of NAT and 18,450 examples of SPT
from corresponding training sets, and we then mix them with all
training examples of LDR, CLP, DSC modalities for training.
We sample 1,000 examples from the testing set of each modality
as queries.

B. Implements Details

We implement the proposed CMMN using Tensorflow.2 Note
that, to fill in CMMN, the dimension of input from different
modalities is transformed to be equal, and the conditional
probability p(l|x) in Eq. (1) is estimated at the same time. This
task is fulfilled with the classifier Ok of each modality (see
Fig. 2). The structure of these preprocessing networks (i.e., Ok

s) and the CMMN network are detailed as follows.
Data preprocessing: For the Wiki dataset, two MLP classi-

fiers are separately trained on the corresponding training sets
of image and text descriptions. D is the dimension of the input

2http://www.tensorflow.org

TABLE I
CONFIGURATION OF THE PROPOSED CMMN

data. The structure is defined as follows: input(D) → fc1(D)
→ fc2(42364) → 13 × 13 × 256 → maxpool2(size : 3 × 3,
stride : 2) → fc3(4096)→fc4(4096)→fc5(C)→softmax
loss, where fc(∗) is the fully-connected layer with (∗) nodes.
All layers are activated by ReLU, and C is the number of
classes. The outputs of fc4 are used in CMMN as the feature
of each modality, and the outputs of fc5 are the estimation of
p(l|x).

For the Microsoft COCO dataset, the MLP structure
is defined as follows: input(D) → fc1(2048) → fc2(2048)
→ fc3(2048) → fc4(C) → cross entropy loss, all layers are
activated by ReLU. The outputs of fc3 are the preprocessed
features. The outputs of fc4 are p(l|x).

For the MIRFLICKR and NUS-WIDE datasets, the MLP
structure is defined as follows: input(D) → fc1(1024) →
fc2(1024) → fc3(1024) → fc4(C) → cross entropy loss,
and all layers are activated by tanH . The outputs of fc3 are the
preprocessed features. The outputs of fc4 are p(l|x).

For the CMPlace dataset, following [20] did, for each type
of pixel-level data, i.e., NAT, CLP, LDR, and SPT, we use the
output of fc7 of the fine-tuned Alexnets for features extraction,
and the output of fc8 of the fine-tuned Alexnets as estimation of
p(l|x). For DSC modality, we adopt the same structure of MLP
as that of Wiki to preprocess Skip-thought vectors.

Configuration of CMMN: The detailed configurations of
CMMN network are given in Table I. The ‘fcA (256)’, ‘fcB (256)’
and ‘fcR (256)’ are fully-connected layers with 256 nodes. ‘fc
(n), ∗’ denotes the fully-connected layer of n nodes with ∗ acti-
vation function.

In the training phase, the weights of layers are initialized by a
Gaussian distribution. For Wiki, the model is trained with learn-
ing_rate = 0.001, batch_size = 64, dropout = 0.8 and epoches =
500. For Microsoft COCO, learning_rate = 0.001, batch_size =
64, dropout = 0.6 and epoches = 300. For MIRFLICKR, learn-
ing_rate = 0.01, batch_size = 64, dropout = 0.8 and epoches =
300. For NUS-WIDE, learning_rate = 0.01, batch_size = 64,
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dropout = 0.8 and epoches = 200. For CMPlace, learning_rate
= 0.01, batch_size = 32, dropout = 0.5 and epoches = 300.
Other setting is discussed in Section IV-C.

Evaluation Protocols: We perform cross-modal retrieval
mainly with two kinds of tasks, which are defined as follows.

� Image vs. Text (I vs. T): Retrieve relevant data in the text
training set using an image query.

� Text vs. Image (T vs. I): Retrieve relevant data in the image
training set using a text query.

For multi-class datasets Wiki and CMPlaces, we consider
two points are similar if they belong to the same category. We
adopt the commonly-used Mean Average Precision (mAP) as
the performance metric.

P@n =
# {relevant images in top N results}

N

AP =
∑

n P@n × I {image n is relevant}
# {retrieved relevant image}

mAP =
1
Q

∑

i

APi (20)

where # is a count function, I is an indicator function, and Q
represents the total number of queries. Notably, the mAP is
computed from the retrieval list over the whole database set,
while mAP@n calculates from the top n retrieval results. We
also give the precision-recall curves.

For multi-label datasets Microsoft COCO, MIRFLICKR and
NUS-WIDE, we follow [16] and compute MAP based on the
criterion that it is regarded as a relevant result if the retrieved
result shares at least one class label with the query. We also
adopt Normalized Discounted Cumulative Gain (NDCG) [54]
as the performance metric, which is defined as:

NDCG@p =
1
Z

p∑

i=1

2ri − 1
log(1 + i)

(21)

where Z is the ideal DCG@p and calculated form the correct
ranking list. r(i) = |lq ∩ li | denotes the similarity between the
i-th point and the query. lq and li denote the label set of the
query and i-th position point.

Particularly, for Microsoft COCO dataset, following the re-
trieval evaluation metrics [55], we report the median rank (Med
r) of the first retrieved closest ground-truth sentence or image.
Here, we define the returned result that has the same label of the
query as the closet ground-truth.

C. Parameter Setting and Analysis

In this section, we analyze the effect of memory size T
and balance weights λ1 , λ2 , λ3 , λ4 in Eq. (15). We initially
set {T, λ1 , λ2 , λ3 , λ4} to {10, 0.1, 0.01, 0.1, 0.001} for Wiki,
{30, 0.1, 0.01, 0.001, 0.001} for MIRFLICKR, {100, 0.1, 0.08,
0.001, 0.001} for NUS-WIDE, and {100, 1, 0.01, 0.1, 0.001}
for MS COCO. Then, we separately tune them with other pa-
rameters fixing and report the performance in Fig. 3.

From Fig. 3(a) we observe that the retrieval performance
increases firstly and then fluctuates within a certain range with
the increase of T . This result indicates that an appropriate size of

memories can help to learn cross-modal representation better,
while a larger T means selecting less discriminative data as
memory and may be useless.

From Fig. 3(b) we see that the CMMN method achieves the
best performance at a certain value, since a smaller λ1 may cause
that the similarity structure cannot be captured effectively, while
a larger λ1 may enlarge the noise of similarity and reduce the
discriminative of learned feature. We also observe similar results
for the parameters λ3 and λ4 . A suitable λ4 is useful to reduce
the quantization loss and make the learned feature near to the
binary code, while a large λ4 may lead the optimization process
to focus less on preserving similarity.

Besides, the CMMN method obtains better performance when
λ2 is less than a specific value. However, if λ2 is too large,
it will hurt the discriminative of learned feature and reduce
performance.

As we can see the proposed method is not sensitive to
hype-parameters. We recommend user to set λ1 in [0.1, 1],
λ2 in [0.01, 0.05], and λ3 , λ4 in [0.001, 0.1]. In the following
experiments, we empirically set T, λ1 , λ2 , λ3 , λ4 to {100, 1,
0.1, 1, 0.001} for MS COCO, to {10, 1, 0.001, 0.1, 0.001}
for Wiki, to {30, 0.1, 0.01, 0.01, 0.001} for MIRFLICKR, to
{100, 0.1, 0.01, 0.01, 0.001} for NUS-WIDE. In particular, we
set memory size T according to the data scale of different
modalities for CMPlace. We set it to 10 for CLT, DSC, LDR
and SPT modalities, and 90 for NAT. We set λ1 , λ2 , λ3 , λ4 to
{0.1, 0.001, 0.1, 0.001}.

D. Method Comparison

1) Compared Methods: To validate the superior of our
CMMN method, we compare CMMN with other real-valued
and binary-valued cross-modal representation learning meth-
ods [1]. We use Cosine distance to measure the similarity of
real-valued feature and use Hamming distance to measure the
similarity of binary-valued features.

For Wiki, Microsoft COCO, MIRFLICKR and NUS-WIDE
datasets, we compare with real-valued methods TV-CCA [5],
LCFS [56], JFSSL [2], Deep-SM [4], and hash methods
CMSSH [31], CVH [32], IMH [33], CMFH [35], SCM [38],
SePH [10], corAE [26], DSH [13], DCMH [16]. DSH is a uni-
modal deep hashing, which uses the contrastive loss to optimize
a siamese network, we modify it for inputting two modalities.
DCMH is similar to CMMN, which uses the pairwise loss to
learn cross-modal similarity. We carefully implement the DSH
and DCMH methods and replace their CNN sub-structures with
the same MLP of the CMMN method for 2,048 ResNet features.

Because CMPlace dataset contains five unaligned modali-
ties data and most previous approaches are designed for two
modalities or require aligned data for training, we only com-
pare CMMN with SePH [10] and deep baselines BL [20],
DeepA [20], DeepB [20], DeepC [20], Deep-SM [4]. Unlike
CMMN, DeepA , DeepB and DeepC impose different regular-
ization terms to make the output of modal-specific networks
statistically similar. For a fair comparison with Deep-SM, we
use the output of the top layer of the network as the semantic
representation and perform semantic-matching in CMMNSM .
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Fig. 3. Effect of parameters on the CMMN method. (a) illustrates the effects of Memory size T. (b) shows the effects of λ1 . (c) shows the effects of λ2 . (d) shows
the effects of λ3 . (e) shows the effects of λ4 .

TABLE II
THE COMPARISON OF DIFFERENT REAL-VALUED REPRESENTATION LEARNING METHODS ON THE WIKI DATASET

TABLE III
MAP COMPARISON OF DIFFERENT CROSS-MODAL HASHING METHODS ON THE WIKI DATASET WITH 16,32,64 AND 128 BITS CODE LENGTH

2) Results on Wiki: Table II reports our experimental mAP
results on Wiki dataset over real-valued representation learning
methods. Table III reports mAP results over hash-based meth-
ods using various numbers of bits. Note that, ‘Method+CNN’
denotes that the method uses the 4096-dimensional deep fea-
ture ( extracted from the fc7 layer of AlexNet pre-trained on
ImageNet with Caffe [57]) as the image representation.

From Table II, we can see that our CMMN method yields great
improvements (e.g., 17.2% over TV-CCA, 10.5% over LCFS
and 1.98% over JFSSL) compared with other cross-modal real-
valued representation learning baselines. And CMMN obtains
comparable performance with Deep-SM since the semantic-
preserving binary code.

From Table III we find that the CMMN method can outper-
form all the other baselines except the SePH method. Please
note that SePH is a kernel-based method, which constructs ker-
nels based on the image features and text features. The better
performance of SePH may come from the kernel embedding

feature which is more suitable for the small-scale dataset. How-
ever, based on the CNN visual feature, the CMMN+CNN im-
proves the performance more than SePH+CNN and achieves
the best performance (16 bits: 54.3%, 64 bits: 56.54% and
128 bits: 55.9%). The main reason for this is that the CMMN
method can fully mine relevant facts of deep features to rep-
resent high-level semantic concepts by the memory mech-
anism. Besides, compared with deep models, CMMN out-
performs the best DCMH method with a large margin on
average.

Fig. 4(a) and (b) show the Precision-Recall curves of com-
pared methods with 64 bits code. CMMN method performs
comparably with the state-of-the-art baselines, which is consis-
tent with the result in Table III.

3) Results on MIRFLICKR: Table II reports the NDCG re-
sult over real-valued method. Table IV reports the NDCG result
over hash-based methods using various numbers of bits. Fig. 4(c)
and (d) show the Precision-Recall curves.
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Fig. 4. Precision-recall curves on Wiki, MS COCO, Mirflickr and NUS-WIDE datasets. The code length is 64.

TABLE IV
NDCG@500 OF DIFFERENT CROSS-MODAL HASHING METHODS WITH 16,32,64,128 BITS ON MIFLICKR DATASET

Our CMMN method dramatically outperforms other hashing
methods, as listed in Table IV. Specifically, the NDCG values of
the proposed method indicate 8.8% ∼ 11.8% relative increase
over the best baseline SePH. Besides, CMMN outperforms the
state-of-the-art DCMH method by a large margin (9.3% of 16
bits, 10% of 32 bits, 10.3% of 64 bits and 11.2% of 128 bits)
since DCMH only considering the binary similarity (similar or
dissimilar) and ignoring the complex similarity relationship of
data with multi-labels. The result validates the advantage of
CMMN method for multi-label cross-modal retrieval task.

4) Results on NUS-WIDE: Table II reports the NDCG result
over real-valued method on NUS-WIDE dataset. Table V report
the NDCG result over hash-based methods. And Fig. 4(e) and
(f) show the Precision-Recall curves.

Like MIRFLICKR, the proposed CMMN method gains all-
around advantages over all the other cross-modal hashing meth-
ods on NUS-WIDE, as can be seen in Table Table V. To be more
specific, the NDCG values of the proposed method indicate a
4.7% ∼ 6.8% relative increase over the second best baseline
SePH. Besides, the CMMN method maintains its advantage

over the best baseline DCMH. The result confirms the supe-
rior of CMMN method over other traditional deep cross-modal
methods.

5) Results on Microsoft COCO: Table VI reports the mAP
result, Table II and VII report the NDCG result, and Table VIII
reports the Med r result over hash-based methods. Fig. 4(g)
and (h) show the Precision-Recall curves. We can see that the
CMMN method outperforms other baselines under all used eval-
uation metrics. Compared with non-deep methods, the CMMN
method yields great improvements over the best performing
non-deep baseline SePH concerning mAP value and obtains
comparable performance on NDCG value.

Besides, compared with deep models, our CMMN method
outperforms the state-of-the-art deep cross-modal hash method
DCMH with a large margin (10.4% of 16 bits, 9.6% of 32
bits, 8.8% of 64 bits, and 6.3% of 128 bits) on NDCG value.
The reason may be explained as follows. DCMH only con-
siders to learn cross-modal similarity but ignores the intra-
modal similarity. Also, DCMH prefers to preserve the simple
binary similarity (similar or dissimilar) rather than the complex
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TABLE V
NDCG@500 OF DIFFERENT CROSS-MODAL HASHING METHODS WITH 16,32,64,128 BITS ON NUS-WIDE DATASET

TABLE VI
MAP@500 OF DIFFERENT CROSS-MODAL HASHING METHODS WITH 16,32,64,128 BITS ON MICROSOFT COCO DATASET

TABLE VII
NDCG@500 OF DIFFERENT CROSS-MODAL HASHING METHODS WITH 16,32,64,128 BITS ON MICROSOFT COCO DATASET

TABLE VIII
MED R RESULT OF DIFFERENT METHODS WITH 16,32,64,128 BITS ON

MICROSOFT COCO DATASET. MED R IS THE MEDIAN RANK OF THE FIRST

CLOSET GROUND TRUTH (LOW IS GOOD)

similarity of multi-labels. While the CMMN method jointly uti-
lizes semantic information and similarity information to learn
semantic similarity-preserving codes. Therefore, the CMMN
method works better than DCMH.

Fig. 5. Computational time of different methods with 128 bits code on the
Microsoft COCO dataset.

Furthermore, the CMMN method achieves the best perfor-
mance on Med r value. This result indicates that the CMMN
method is prone to retrieve more relevant and accurate samples
than other methods.

Fig. 6 shows example Image vs. Text search results and Fig. 7
shows example Text vs. Image search results for compared
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Fig. 6. Retrieval examples of Image vs. Text on Microsoft COCO with 32 bit. Top 5 results for each methods are shown. ‘×’ denotes irrelevant.

TABLE IX
MAP COMPARISON OF DIFFERENT METHODS ON CMPLACES DATASET. EACH COLUMN SHOWS A DIFFERENT QUERY-TARGET PAIR. ON THE FAR RIGHT, WE

AVERAGE OVER ALL PAIRS

Fig. 7. Retrieval examples of Text vs. Image on Microsoft COCO with 32 bit.
Top 10 results are shown. Results with ‘red’ border denote irrelevant.

methods. As can be seen from the latter figure, our CMMN
method tends to retrieve more relevant images than the other
baselines for the query containing certain concepts, i.e., “pizza,”
“pan,” “person,” and “table.”

To discuss the difference of time cost between the CMMN
method and other contrast methods, we report their training
and test time in Fig. 5. Our PC is configured with a 3.20 GHz
CPU, a TITAN X GPU and 32.0 GB RAM. All experiments
are accelerated with GPU. Because all methods use the same
feature, the training time only corresponds to the optimization.
The test time consists of encoding and retrieval time. We can see
that CMMN takes more training time than other deep baselines
due to the additional operations of the memory. However, owing

Fig. 8. Quality retrieval examples on CMPlaces. The first column represents
the query, and top 2 results for each modality are shown.

to the fast coding of the CMMN method, the test time of CMMN
is comparable to others.

6) Results on CMPlaces: Table IX reports the mAP results
on CMPlaces dataset, where each “Query-Target” pair means
using the testing data of “Query” modality to retrieve relevant
data of “Target” modality. As this dataset is extremely noisy
and diverse, the absolute mAP for all methods is low. We can
see that the CMMN method outperforms the best configuration
DeepC [20] with a large margin 9.4%. The superior performance
of CMMN method demonstrates its effectiveness for unaligned
cross-modal data.

After further observation, we see that, for most cross-
modalities retrieval tasks, significant improvements could be
achieved with our CMMN method(e.g., for “NAT-CLP,” from
14.3% obtained by DeepC to 36.6%). However, for several
cross-modal retrieval tasks, the results of the CMMN method
do not show the consistent improvement, e.g., for “DSC-NAT,”
the CMMN achieves 3.8%, and DeepC achieves 15.1%. To ex-
plain this, we analyze the learned testing CMMN feature of
each modality and find that the discriminative power of DSC
is poorer (with a classification accuracy of 4.5%) than that of
other modalities, which results in the unexpected performance.

Besides, since the CMPlace dataset is noisy and the memory
data of CMMN is low discriminative, our CMMN method may
not take advantage of the memory mechanism to boost perfor-
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Fig. 9. Evaluations (mAP and NDCG) of the proposed CMMN model with ablating different components. The modified CMMN method is called ‘CMMN-*.’
‘-NM’ denotes no memory block. ‘-ND’ denotes no modality classifier D ( for adversarial learning). ‘-NS’ denotes no pairwise similarity loss term. ‘-NF’ denotes
no fusion of aligned multi-modal features. ‘-NH’ denotes no hashing quantization.

mance and is inferior to the Deep-SM method. While based on
the semantic-matching, CMMNSM achieves comparable cross-
modal retrieval performance 28.8% with Deep-SM (28.2%).
This result shows that the learned semantic representations of
CMMN and Deep-SM are consistent.

Fig. 8 shows the quality retrieval examples of different modal-
ities queries. As can be seen, our CMMN method can return
relevant results for queries containing the specific semantic con-
cept, e.g., “windmill,” “table” and “sofa.” It confirms that our
CMMN method can effectively capture the similarities of un-
aligned cross-modal data.

To sum up, based on the above reported experimental results,
the CMMN is effective for cross-modal retrieval.

E. Discussion

In this section, we further analyze the reason for the supe-
rior performance of the proposed CMMN method. Firstly, we
investigate the effectiveness of memory contents initialization
approach in Eq.(1). Secondly, we separately remove important
components and steps to evaluate their influence on the final
performance. These components and steps include: 1) mem-
ory block for representation learning, 2) modality classifier D
for fine-fusing multi-modal features, 3) similarity-preserving
loss term, 4) fusion of aligned multi-modal codes, 5) quan-
tization of hashing. The modified CMMN method is called
‘CMMN-*.’ Here ‘-NM’ denotes no memory block. ‘-ND’ de-
notes no modality classifier D. ‘-NS’ denotes no Jsimilarity loss
term. ‘-NF’ denotes no fusion of aligned multi-modal features.
‘-NH’ denotes no hashing quantization. Thirdly, we visualize
the distribution of the learned CMMN feature to inspect its
property of semantic similarity-preserving. Finally, we analyze
the influence of memory block component and hash quantiza-
tion for the time performance. We conduct experiments on Wiki,
Microsoft COCO, MIFLICKR and NUS-WIDE datasets. The
model parameters and training parameters are set according to
Section IV-B and IV-C, code length is 64.

Impact of memory initialization method: Here, we empiri-
cally compare the memory initialization approach with three
simple methods. CMMNzeroMem initializes the memory with
zero. CMMNrandWMem initializes the memory with the random
value from Gaussian distribution, CMMNrandSMem initializes
the memory by sampling data. Tabel X reports the result. As
we can see our method achieves the best performance on all
datasets, which validates the effectiveness and correctness of
our memory initialization approach.

Fig. 10. A visualization of training and testing data. Different colors indicate
different categories. Dot ‘·’ and circle ‘◦’ indicate image and text respectively.
The first and second rows represent training data and testing data respectively.
(a) and (e) illustrate the distribution of CNN visual representation. (b) and (f)
show the distribution of text LDA descriptor. (c), (d), (g), and (h) show the
distribution of feature learned from CMMN, which is trained either without
modality classifier D in (c) and (g) or with modality classifier D (for adversarial
learning) in (d) and (h).

Evaluation of different components: Fig. 9 shows the re-
sults. We can see that the CMMN-ND-NS-NF outperforms the
CMMN-NM-ND-NS-NF that missing memory component with
the same configuration. This result demonstrates the importance
of memory for cross-modal representation learning.

Also, the CMMN-ND-NS-NF method obtains a comparable
performance with CMMN-ND-NS-NF-NH. It shows that the
output of the hash layer is saturated, the quantization of hashing
will not hurt the performance.

Besides, separately removing the modality classifier D, the
pairwise similarity loss term, and the fusion of aligned multi-
modal codes will damage the retrieval performance of CMMN
method to varying degrees, e.g., the performance of CMMN-ND
is inferior to CMMN. Indeed, the learned common features of
CMMN belonging to the same category appear to be more com-
pact than that of the CMMN-ND method (as shown in Fig. 10(c)
and (d)). Therefore, we can conclude that different compo-
nents of CMMN are essential for cross-modal representation
learning and have separated contributions to the final retrieval
performance.

However, we may note that the CMMN method achieves a
better performance for Text vs. image task than that for Im-
age query vs. Text task on Wiki dataset. To explain this ob-
servation, Table XI gives the uni-modal classification accuracy
(3-layers MLP with 4,096 hidden nodes is utilized as the clas-
sifier) and retrieval performance (mAP) of different modali-
ties features (i.e., LDA, CNN, and their corresponding CMMN
features CMMNLDA and CMMNCNN ). We observe that the
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TABLE X
THE COMPARISON (MAP AND NDCG) OF DIFFERNET MEMORY INITIALIZATION METHODS ON FOUR DATASETS

TABLE XI
CLASSIFICATION ACCURACY AND UNI-MODALITY RETRIEVAL PERFORMANCE

(MAP) ON THE WIKI WITH DIFFERENT FEATURES

TABLE XII
TIME COST OF THE PROPOSED CMMN METHOD (64 BITS) WITH DIFFERENT

CONFIGURATIONS ON MICROSOFT COCO DATASET

CMMNLDA feature possesses a greater discriminative ability
than the CMMNCNN feature, which may result in the perfor-
mance gap of the CMMN method.

Quality of learned feature: We use t-SNE tools to embed
high-dimensional features of Wiki dataset (i.e., LDA, CNN
and their corresponding CMMN features of CMMN-ND-NS-
NF and CMMN-NS-NF methods) into 2-dimension space and
visualize their distribution in Fig. 10. As can be seen from the
Fig. 10(c), after mapped by CMMN, both text LDA and im-
age CNN features provide a better separation between different
categories. Also, the common representations belonging to the
same category from different modalities appear to be compact,
which indicates that the CMMN method simultaneously pre-
serves the semantic similarity of intra-modal and inter-modal.
Moreover, when we compare Fig. 10(c) and Fig. 10(d), we can
find that the common representations of different modalities in
Fig. 10(d) are more compact than that in Fig. 10(c). This re-
sult confirms that the adversarial learning strategy effectively
discards the influence of modality in the CMMN feature.

However, different from Fig. 10(c), the common representa-
tions of testing images are scattered in the embedding space as
shown in Fig. 10(g). One possible reason is that most seman-
tic concepts of Wiki dataset are abstract (e.g., history and art).
Therefore, the image content of the same category is quite dif-
ferent and using real object-level memory contents cannot fully
represent the complex abstract semantic concepts of an image.

Time cost: Table XII reports the time cost of CMMN-
NM, CMMN-NH, and CMMN methods on Microsoft COCO
dataset. The training time includes the cost of training MLPs
for preprocessing and optimizing CMMN network. The test-
ing time is composed of encoding time and retrieval time. As
can be seen from Table XII, CMMN takes more time than

CMMN-NM in training since the introduction of memory block
causes additional computations. In the testing stage, CMMN
performs faster retrieval than CMMN-NH via hash coding,
which confirms the efficiency of the hash layer.

To sum up, for the CMMN method, the memory block compo-
nent is helpful for cross-modal representation learning but brings
extra time cost. Both the fine-fusion with adversarial learning
and the fusion of aligned codes can eliminate the modality infor-
mation of learned feature. The semantic hash layer can output
semantic similarity-preserving binary codes for accurate and
efficient cross-modal retrieval.

V. CONCLUSION

In this paper, we proposed a memory network termed
CMMN for cross-modal retrieval. Unlike existing cross-modal
methods that learn projection over raw features directly,
our CMMN exploits memory mechanism to pre-store the
discriminative features of available modalities in memories as
potentially relevant components which are used to re-express
the modal-specific feature. When an input feature of a special
modality comes, CMMN can find supporting facts from
memories with the soft-attention mechanism and learn common
representation through aggregating and transforming these fea-
tures. Experimental results on three datasets have demonstrated
the effectiveness of the proposed approach. For future work, it
is interesting to extend our approach to cross-dataset retrieval,
e.g., exploiting available knowledge among different databases
for general large-scale search.
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