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Abstract: 

Regularization involves a large family of the state-of-the-art techniques in 

classifier learning. However, since traditional regularization methods essentially 

derive from ill-posed multivariate functional fitting problems which can be viewed as 

a kind of regression, in classifier design, they usually give more concerns to the 

smoothness of the classifier, and do not sufficiently use the prior knowledge of given 

samples. Actually, due to the characteristics of classification, the classifier is not 

always necessarily smooth anywhere, especially near the discriminant boundaries 

between classes. Radial Basis Function Networks (RBFNs) and Support vector 

machines (SVMs), as two most famous ones in the regularization family, have been 

aware of the importance of the prior information to some extent. They focus on either 

the intra-class or the inter-class information respectively. In this paper, we present a 

novel regularization method – Discriminative Regularization (DR), which provides a 

general way to incorporate the prior knowledge for classification. Through 

introducing the prior information into the regularization term, DR aims to minimize 

the empirical loss between the desired and actual outputs, as well as maximize the 

inter-class separability and minimize the intra-class compactness in the output space 

simultaneously. Furthermore, by embedding equality constraints in the formulation, 

the solution of DR can follow from solving a set of linear equations. The 
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classification experiments show the superiority of our proposed DR. 
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1. Introduction 

Regularization has a rich history which can date back to the theory of ill-posed 

problem[1, 2, 3]. By incorporating the right amount of prior information into the 

formulation, regularization techniques have been shown to be powerful in making the 

solution stable[4, 5]. In the past decades, regularization theory was introduced to the 

machine learning community on the premise that the learning can be viewed as a 

multivariate functional fitting problem[5, 6, 7, 8] and has been successfully applied to 

the classifier learning, deducing a large family of the state-of-the-art techniques. 

However, due to the original derivation, most of traditional regularization methods 

actually deal with classification as a special regression, typically Regularization 

Networks (RNs). Consequently, in classifier design, these methods usually give more 

concerns to the smoothness of the classifier, in the sense that similar inputs 

correspond to similar outputs. But, for classification, this assumption is sometimes too 

general. In fact, some similar samples near the discriminant boundaries more likely 

belong to different classes. Therefore, it is such characteristics of classification that 

the classifier is not always necessarily smooth anywhere, especially near the 

boundaries between classes. This means that traditional regularization methods do not 

sufficiently use the prior knowledge of given samples for classification. The famous 

“No Free Lunch” theorem states formally, that prior knowledge or assumptions of a 

problem at hand must be incorporated into the solution[9]. Without prior knowledge, 

no best classification systems or best pattern representation exist[10].  

Radial Basis Function Networks (RBFNs) and Support vector machines (SVMs) 

are two most famous techniques in the regularization. They have applied some prior 

structural information to some extent. However, they emphasize on either the 

intra-class information or the inter-class information respectively, which are still 



insufficient for classification.  

In this paper, we focus on a traditional type of regularization with specific prior 

knowledge for classification, termed as Discriminative Regularization (DR). In view 

of the large family of regularization methods, it is valuable to ask for a general way to 

incorporate the prior information into the formulation, thus extends regularization for 

classification. 

1.1 Goals and Paper Organization 

We briefly list some desired properties of a general method for regularization to 

incorporate prior knowledge: 

1. Further Incorporation: The method should incorporate further prior information, 

including the inter-class separability and the intra-class compactness simultaneously, 

compared to RBFNs and SVMs. 

2. Easy Incorporation: The method should incorporate the prior information easily, 

but not destroy the traditional regression framework and increase more computational 

complexity. 

3. Easy Solution: The method should keep the easily analytic solution framework 

just as regularization networks.  

4. Good Applicability: The applicability on real world problems should be possible 

with respect to both good classification and generalization performances. The method 

should match or outperform the state-of-the-art regularization methods.  

These points will be addressed and satisfied by the proposed method DR. In the 

following subsection, we briefly introduce the related works in regularization. Section 

2 presents the proposed DR. In Section 3, we discuss the analytic solution to DR. 

Section 4 gives the experimental analysis. Some conclusions are drawn in Section 5. 

 

The following is just given a result on the toy problem. 

4.1 Toy Problem 

In the toy problems, three two-moon datasets (I), (II) and (III) with different 

complexity are discussed. Each dataset contains one hundred samples in each class. 



As shown in Fig. 1, ‘·’ denotes the training samples and ‘+’ denotes the testing 

samples. We compare RN ((a), (e), (i)), RBFN ((b), (f), (j)), SVM ((c), (g), (k)) with 

DR ((d), (h), (l)). The twelve subfigures show the discriminant boundaries of the four 

methods in each dataset. Furthermore, the respective training and testing accuracies 

are labeled in Table 2, where the first row in each grid shows the training accuracy, 

and the second row denotes the corresponding testing accuracy. 

From Fig. 1 and Table 2, it can be seen that: (1) Due to the characteristics of 

traditional regularization, the boundaries of RN in the three datasets always keep 

smooth ((a), (e), (i)). When the two classes are far from each other, the training and 

testing accuracies of RN are comparable to RBFN, SVM and DR ((a)). However, 

when the classes get nearer and the complexity of classification increases, RN 

performs much worse than SVM and DR. And it is more likely (locally) over-smooth 

in the other two datasets ((e), (i)). It means that only emphasis on the smoothness of 

the classifier in the traditional regularization is too general for classification. (2) As 

the approximation to RN, RBFN retains the smoothness of the classifier ((b), (f), (j)). 

Owing to the partial incorporation of intra-class information generated from 

clustering, the accuracies of RBFN are better than RN in the Dataset (II). However, in 

the Dataset (III), the accuracies of RBFN are the same as RN, but much worse than 

DR. It also seems to be over-smooth just as RN, which justifies that only 

consideration of intra-class information is not sufficient in the complex classification 

problem. On the contrary, thanks to more emphasizing the inter-class information, the 

boundaries of SVM do not always keep smooth anywhere (relative to RN) just as DR. 

On the one hand, in the first dataset, the boundaries of DR and SVM are adequately 

smooth as well as RN and RBFN ((c), (d), (g), (h)). On the other hand, the boundaries 

become no longer smooth with the increase of the complexity ((k), (l)), the 

classification performance of DR and SVM is yet still much better than RN and 

RBFN. However, for only considering the inter-class information, the boundaries of 

SVM seem always be in the middle of the classes. Consequently, when the samples 

belonging to different classes overlap more heavily, SVM more likely can not 

effectively distinguish the samples near the boundaries, which leads to the 



classification accuracies of SVM are worse than DR in the Dataset (III). It validates 

that only emphasis on the inter-class information is also not sufficient for 

classification. (3) Due to the introduction of the intra-class compactness as well as the 

inter-class separability into the regularization term, the boundaries derived from DR 

actually more accord with the total distribution of the samples ((d), (h), (l)). Hence, it 

always has the best training and testing accuracies in the three Two-moon datasets.   

      Dataset (I)               Dataset (II)                Dataset (III) 

   
            (a)                       (e)                       (i) 

   
             (b)                        (f)                       (j) 

   
             (c)                       (g)                      (k) 

   
(d)                       (h)                      (l) 

Fig. 1. The discriminant boundaries in three Two-Moon datasets: RN ((a), (e), (i)), RBFN ((b), 



(f), (j)), SVM ((c), (g), (k)) and DR ((d), (h), (l)) 

Table2. Training and testing accuracies (%) compared between RN, RBFN, SVM and DR in 
the three Two-Moon datasets 

 RN RBFN SVM DR 

Dataset (I) 
99.00 
100.00 

100.00 
100.00 

100.00 
100.00 

100.00 
100.00 

Dataset (II) 
95.00 
98.00 

99.00 
100.00 

100.00 
100.00 

100.00 
100.00 

Dataset (III) 
92.00 
90.00 

92.00 
90.00 

97.00 
92.00 

99.00 
95.00 
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