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ABSTRACT

In this paper, we propose a principled framework for porno-

graphic image recognition. Specifically, we present our

definition of pornographic images, which characterizes the

pornographic contents in images as the exposure of private

body parts. As the private body parts often lie in local im-

age regions, we model each image as a bag of local image

patches (instances), and assume that for each pornographic

image at least one instance accounts for the pornographic

content within it. This treatment allows us to cast the mod-

el training as a Multiple Instance Learning (MIL) problem.

Furthermore, we propose a strongly-supervised setting for

MIL by identifying the most likely pornographic instances in

positive bags, which effectively prevents the algorithm from

getting trapped in a bad local optima. Last but not least, we

formulate our strongly-supervised MIL under the deep CNN

framework to learn deep representations; hence we call it

Strongly-supervised Deep MIL (SD-MIL). We demonstrate

that our SD-MIL based system produces remarkable accuracy

with 97.01% TPR at 1% FPR, testing on 117K pornographic

images and 117K normal images from our newly-collected

large scale dataset.

Index Terms— Pornographic image recognition, Multi-

ple Instance Learning, Deep learning

1. INTRODUCTION

It is of great significance to recognize and filter out porno-

graphic images nowadays [1]. Although extensively studied,

recognizing pornographic images remains a challenging prob-

lem in computer vision. Various factors may pose major chal-

lenges, such as the subjectivity involved in people’s definition

of pornography, the large variations exhibited by pornograph-

ic images in background, scenario, lighting, scale, pose of

persons, and the high similarity between some special porno-

graphic images and normal images.

To tackle these challenges, many authors advocate to de-

tect Regions of Interest (ROI) first, typically through skin de-

tection [2, 3]. Based on the detected ROI, some kind of shape

or geometric analysis are then applied to recognize possible

body postures related to nudity or pornography. However, ac-

curate skin detection remains very challenging in itself, and

ROI obtained by skin detection may have semantic gaps with

the real pornographic contents. Some authors advocate to use

a bag-of-features (BOF) approach, which represents an im-

age as histograms built from a sparse set of visual features

[4, 5]. As local features, image patches are typically extract-

ed around difference-of-Gaussian interest points. When the

interest points cannot capture the pornographic contents in

images, the BOF approach, however, faces great risks.

Although above methods have achieved some success, es-

sentially, they are lack of an appropriate definition of porno-

graphic images. As a result, these methods can hardly distin-

guish pornography from some related concept such as body

exposure, while in fact many activities that involve a high de-

gree of body exposure (bathing, swimming, etc.) have noth-

ing to do with pornography.

In this paper, we first attempt to provide a definition of

pornographic images (in Section 2). Building upon this def-

inition, we model each image as a bag of overlapped image

patches (instances), and assume that for each pornographic

image at least one instance accounts for the pornographic con-

tents within it. This treatment allows us to cast the model

training as a Multiple Instance Learning (MIL) problem. Fur-

thermore, we propose a strongly-supervised setting for MIL

by identifying the most likely pornographic instances in pos-

itive bags, which effectively prevents the algorithm from get-

ting trapped in a bad local optima. Inspired by recent suc-

cess achieved by convolutional neural network (CNNs) in im-

age classification [6, 7], we formulate our strongly-supervised

MIL under the deep CNN framework to learn deep represen-

tations; hence we call it Strongly-supervised Deep MIL (SD-

MIL). We note that the MIL and deep learning techniques

have already been used for pornographic image recognition

by [8] and [9] respectively, but our SD-MIL method signif-

icantly differs from them in incorporating our definition of

pornographic images into the system design.

To evaluate the performance of our SD-MIL based sys-

tem, we have collected a large dataset and test our system on

117K pornographic images and 117K normal images. Our

system produces remarkable accuracy with 97.01% TPR at

1% FPR, and achieves 55 FPS with GPU.



2. OUR DEFINITION OF PORNOGRAPHIC IMAGES

We argue that a good definition of pornographic images

should on one hand be consistent with most people’s un-

derstanding, while on the other hand make the concept of

pornography operational in practice. Considering these, we

attempt to set up two criteria for a pornographic image.

1. it appeals to prurient interest or intends to make people

feel sexually excited, usually in a way that many other

people find offensive.

2. it visually contains naked people or sexual acts. Par-

ticularly it should explicitly show at least one exposed

private body part, including female breast, female and

male sexual organ.

We note that it is very difficult to automatically evaluate

whether a given image satisfies criteria 1 purely through its

visual appearance. Ideally such judgement should be made

by human beings, but doing this tends to be both laborious

and erroneous. To make the definition operational in practice,

in this work we bypass the above trouble by collecting a large

scale dataset manually that each pornographic image in it

satisfies above two criteria. This ensures that our model is

learnt from the right data, but for testing we mainly focus on

the verification of the second criteria due to the above rea-

son. That is, our current work is built on the assumption that
once an image satisfies the second criteria, it is considered as
pornographic. In this setting, our second criteria is sufficient
to distinguish pornography from some related concept such
as body exposure.

Our definition characterizes the pornographic contents in

images as the exposure of private body parts, which naturally

transfers the pornographic image recognition problem into the

detection of exposed private body parts. For this, the simplest

way is to train independent detector for each exposed private

part (e.g., a breast detector). However, due to the large inter-

class variations and the lack of distinct patterns, these private

part detectors often have poor performance in practice. As

shown in [10], the accuracy of semantic classifiers of breast

and sexual organ is only 86% and 76%. To overcome this,

we choose to train a generic pornographic content detector

that do not distinguish the types of private body parts, but can

utilize more useful context information.

3. METHODOLOGY

3.1. Motivation and Overview of the Proposed System

Our overall goal is to train a generic pornographic content

detector, which recognizes an image as pornographic if a sub-

image of it is found to contain at least one exposed private

body part. Here the sub-image, in appropriate size, may con-

tain more useful context information that can aid detection,

compared to individual private body part.

According to our definition of pornographic images, an

image is considered as pornographic as long as it contains one

exposed private part. This criteria can naturally shift to the

image patches. But, the problem is that while original porno-

graphic images contains at least one complete private part, it

is often the case that some image patches (e.g., segmented by

sliding window) contain only part of a private part, see Fig.

1 (e). These image patches inherently suffer from ambiguity,

as it is hard to define the exact region of private parts (e.g.,

sex organ) and the exact degree of exposure of them toward-

s pornography. Considering these, we formulate the training

of generic pornographic content detector as a MIL problem,

since MIL is a weakly supervised learning framework by na-

ture, which can accommodate some instance-level ambiguity.

Most MIL algorithms start from a rough initialization and

then perform some form of local optimization. A number of

methods have been proposed for better initialization [11, 12,

13] and better heuristics for local optimization [14, 15, 16].

However, an implicit assumption behind these methods is that

the positive instances across positive images are similar in ap-

propriate feature spaces [13]. Unfortunately, this assumption

does not hold for pornographic images, for example the ex-

posed female breasts and sexual organs looks quite different.

To solve this dilemma, we propose an efficient strategy to se-

lect the most likely positive instances in positive bags with the

assistance of manual keypoint annotation, which effective-

ly prevents training from prematurely locking onto erroneous

instances. In addition, we formulate our strongly-supervised

MIL under the deep CNN (DCNN) framework to learn deep

representations.

In summary, there are three key components in construct-

ing our Strongly-supervised Deep MIL (SD-MIL) based

pornographic image recognition system. They are instance
generation, instance selection and DCNN-based learning.

We will detail them in the following.

3.2. Instance Generation and Selection

Instance generation is a key component in MIL and has signif-

icant impact of overall performance [17]. In this work we use

the most simple way, i.e., sliding window, to generate mul-

tiple instances from an image. Specifically, we resize each

image into 434×434, and then extract 16 image patches of

224×224 with the step of 70, see Fig. 1 (a) and (b).

With the multiple instances obtained by sliding windows,

we want to select the most likely positive instances in pos-

itive bags to prevent training from prematurely locking onto

erroneous instances. Considering this, we develop an efficient

semi-automatic strategy for instance selection. In particular,

we annotate the centers of private parts with keypoints, see

Fig. 1 (a). Then, we empirically define that if an image patch

contains a keypoint, or has a keypoint of female breast within

10 pixels from its boundary, or a keypoint of sex organ within

20 pixels from its boundary, we will treat it as the most likely
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Fig. 1. Illustration of instance generation and selection. From left to right, (a) shows the original image with the keypoint

annotation of exposed private parts denoted by red triangles; (b) shows the instances generated by sliding window; (c) and

(d) show the most likely positive instances and negative instances. Note that due to our greedy segmentation manner (sliding

window), some instance suffer from inevitable ambiguity, which contains only part of some exposed private part, see (e).

positive instance. The remaining instances are treated as neg-

ative. Fig. 1 (c) and (d) show the instance selection results.

3.3. DCNN-based Learning

We begin the learning process by briefly introducing some

notations. We model each image as a bag consisting of n im-

age patches (instance). Let X = {xi|i = 1, ..., n} be a bag

of n instances, and Y ∈ {1, 2} be the label of this bag, de-

noting whether the image is pornographic (Y =1) or normal

(Y =2). Given one instance xi, the deep CNN extracts layer-

wise representations of it. We denote the output of the last

fully connected layer as {hc|c = 1, 2}, where c is the index

of class. We let c= 1 denote pornographic and c= 2 denote

normal. Then, given a bag X, a multiple deep CNN extracts

representations of X: h={hc,i} ∈ R2×n, in which each col-

umn is the representation of an instance. Specifically, we use

the open-source package Caffe [18] to extract deep features,

redefine the objective and fine-tune our CNNs based on the

GoogLeNet model [7].

In the MIL setting, the aggregated representation of the

bag for positive class (c = 1) is:

ĥ1 = maxi({h1,i|i = 1, . . . , n}), (1)

Let i∗ = argmaxi({h1,i|i = 1, . . . , n}), and let ĥ2 = h2,i∗ ,

then we use softmax function to transform aggregated repre-

sentation of the bag for positive class into a probability:

p1 =
exp(ĥ1)∑2
c=1 exp(ĥc)

. (2)

The probability of each instance i for class c can be computed

as follows:

pc,i =
exp(hc,i)∑2
c=1 exp(hc,i)

. (3)

Since we should ensure that at least one instance in the posi-

tive bag is positive, while all instances in the negative bag are

negative. We can reach the loss function as follows:

L = −1{Y = 1} log(p1)− 1{Y = 2} 1
n

n∑
i=1

log(p2,i), (4)

The gradient is calculated via back propagation,

∂L

∂hc,i
=− 1{Y = 1} (pc − 1{c = 1}) ∂ĥc

∂hc,i

− 1{Y = 2} 1
n
(pc,i − 1{c = 2}) ,

(5)

where

∂ĥc

∂hc,i
=

{
1, hc,i = ĥc,

0, else.
(6)

Eq. 1 to Eq. 6 are the derivation of Deep Multiple Instance

Learning for two-class problem. We now move to our Strong-

supervised Deep MIL algorithm. We let yi denote the label of

instance xi, Y
+ be the index set of our most likely positive

instances, and Y − be the index set of the negative instances.

We further let n+ and n− be the number of elements in Y +

and Y −, respectively.

Then, in training phase, we only aggregate instance rep-

resentations of the bag for positive class (c = 1) from Y +:

ĥ1 = maxi({h1,i|i ∈ Y +}). (7)

Besides the aggregated bag representation for positive class,

the loss function of our strongly-supervised deep MIL is also

different from that of deep MIL, by considering the negative

instances in positive bags. Considering that these negative

instances are naturally error-prone instances, we impose the

constraint that all negative instances in positive bags should

be correctly classified. Then, we reach the following loss

function for our strongly-supervised deep MIL:

L =− 1{n+ > 0}log(p1)

− 1{n− > 0} 1

n−

n∑
i=1

1{i ∈ Y −} log(p2,i),
(8)

The gradient is calculated via back propagation,

∂L

∂hc,i
=− 1{i ∈ Y +} (pc − 1{c = 1}) ∂ĥc

∂hc,i

− 1{i ∈ Y −} 1

n− (pc,i − 1{c = 2}) .
(9)



Fig. 2. Some example images from our database. The first

row shows pornographic images, while the second row are

normal images.

4. EXPERIMENTS

4.1. Datasets and Experimental Setting

We have collected a large scale dataset consisting of 155,000

pornographic images and 222,000 normal images from In-

ternet, see Fig. 2. For these pornographic images, we ran-

domly select 33,000 images to annotate exposed private part-

s with keypoints, which serves as strong supervision in the

training phase. To conduct our experiments, we use the an-

notated 33,000 pornographic images and 100,000 randomly

selected normal images as the training set, randomly selec-

t 5,000 pornographic images and 5,000 normal images from

the remaining images as the validation set, while the remain-

ing 117,000 pornographic images and 117,000 normal images

are used as the test set.

The NPDI Pornography database [19] contains 16,727

key frames selected from the videos, 10,340 normal images

and 6,387 pornographic images. However, according to our

definition, 1,198 of the 6,387 pornographic images are incor-

rectly labeled; hence we remove them from our experiment.

Since the NPDI database has no pornographic keypoint anno-

tation, we do not use it for model training, but just use it for

cross-database testing.

4.2. Main Results

Table 1. Comparison of Detection Rate (%)
Methods Porn Normal All

Retrieval-based Method ( Retrieval ) [3] 67.74 59.62 63.78
Bag-of-Feature based Method ( BoF ) [5] 79.78 71.88 75.92

Deep Holistic Image ( D-Holistic ) 89.91 94.14 91.98
Deep Part Detector ( D-Part Detector ) 92.49 50.65 72.08
Deep MIL ( D-MIL ) 94.15 95.83 94.97
Strongly-supervised Deep MIL ( SD-MIL ) 98.28 98.55 98.41

On our newly-collected large scale dataset, we compare

our method with two traditional methods using shallow low-

level features, i.e., the retrieval-based method [3] and the Bag-

of-Feature based method [5], then we compare it with some

in-house baselines using deep learning to verify the effective-

ness of the proposed algorithm components. In particular,

we implement three in-house baselines. 1) Deep holistic (D-

Holistic) image method by train CNNs with the holistic im-

ages rather than the multiple instance based representation; 2)

Deep part detector (D-Part Detector) method by training inde-

pendent part detector for female breast, female sexual organ

and male sexual organ with 70×70 patches centered at key-

points. The trained part detectors are then used to scan the

image when testing; 3) Deep MIL (D-MIL) method without

using additional supervision on instances.

Tab. 1 shows the comparison results of detection rate. We

can observe that the proposed method significantly outper-

form the retrieval-based and Bag-of-Feature (BoF) method-

s, with an improvement of detection rate on all test set by

34.63% and 22.49% respectively. We also see that all these

deep learning based baselines, except for the deep part de-

tector method, outperform the traditional methods by a large

margin. Even so, the proposed strongly-supervised deep MIL

achieves the best performance. The deep part detector method

has very high false positive rate, which is consistent with our

intuition since the small local patch based representation lack-

s useful context information. The deep holistic image method

also achieves good performance compared to the tradition-

al methods, which witnesses the power of deep learning, but

still has a large gap with our method. The deep MIL method

without using additional supervision of instances are prone to

get in bad optima, since positive instances of pornographic

images vary largely in appearance.

On the NPDI Pornography database, we test the SD-MIL

model trained on our database. The performance of our model

is 97.5% measured by the MAP, while the best performance

in literature on this database is 96.4±1% by [20].

5. CONCLUSION

In this paper, we propose a novel approach for pornographic

image recognition. We model each image as a bag of im-

age patches (instances), and assume that at least one instance

accounts for the pornographic content in a pornographic im-

age. This treatment allows us to cast our task as a Multi-

ple Instance Learning problem. Our another primary innova-

tion is a robust training strategy for MIL by narrowing down

the range of positive instances in a positive bag, which ef-

fectively prevents training from prematurely locking onto er-

roneous instances. Furthermore, we implement our strongly-

supervised MIL method under the deep learning framework to

learn deep representations. Our system demonstrates strong

performance on our newly-collected large dataset.
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