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ABSTRACT

The small sample size (SSS) and the sensitivity to variations such as illumination, expression and occlusion are two challenging problems in face recognition. In this paper, we propose a novel method, called semi-random subspace (Semi-RS), to simultaneously address the two problems. Different from the traditional random subspace method (RSM) which samples features from the whole pattern feature set in a completely random way, the proposed Semi-RS randomly samples features on each local region (or a sub-image) partitioned from the original face image. More specifically, we first divide a face image into several sub-images in a deterministic way, then construct a set of base classifiers on different randomly sampled feature sets from each sub-image set, and finally combine all base classifiers for the final decision. Experimental results on five face databases (AR, Extended YALE, FERET, Yale and ORL) show that the proposed Semi-RS method is effective, relatively robust to illumination and occlusion, etc., and also suitable to slight variations in pose angle and the scenario of one training sample per person. In addition, kappa-error diagram, which is used to analyze the diversity of algorithm, reveals that Semi-RS constructs more diverse base classifiers than other methods, and also explains why Semi-RS can yield better performance than RSM and V-SpPCA.

1. Introduction

Face recognition, as an issue of great interest and challenge in the area of computer vision, pattern recognition, etc., has been developed and widely studied over the past few decades. Among the existing methods, the subspace method [1,2] is one of the most successful and well-studied techniques to face recognition. However, they still suffer from two problems: (1) the small sample size (SSS) problem [3], i.e., the number of training samples is far smaller than the dimensionality of the sample, which will incur the curse of the dimensionality; (2) the recognition performance is severely sensitive to variations such as illumination, expression and occlusion. In this paper, we try to solve these two problems.

Currently, the mainstream method to deal with the SSS problem is performing dimensionality reduction to lower the sample dimensionality to avoid the curse of dimensionality. Among many existing dimensionality reduction methods, Principal Component Analysis (PCA) [4] and Linear Discriminant Analysis (LDA) [23] are most well known and have become the baselines in face recognition. PCA, as an unsupervised method, is designed to perform dimensionality reduction by maximizing the variance over all the samples. LDA tries to find a set of projection basis by maximizing the between-class scatter matrix and minimizing the within-class scatter matrix in the reduced subspace. However, the SSS leads to singularity of the within-class scatter matrix in LDA. Fishercases [5] method mitigates the shortcoming through first performing PCA and then LDA in PCA subspace. In addition, the random subspace method (RSM) [6] is also an effective technique for overcoming the SSS problem. Different from PCA and LDA that try to find an optimal linear projection by solving certain optimization function, RSM modifies the training set by randomly sampling different smaller feature subsets from the whole original feature set, thus reduces the dimensionality of training sample and the SSS problem.

Recently, constructing random subspace in face image space has been received significant attention. Wang and Tang [7–9] first applied RSM to face recognition. They have projected face images into the PCA subspace of training image set and then performed random sampling on the PCA subspace. In [7,8], the random feature subspace is composed of two parts: fixed \(N_0\) features associated with the \(N_1\) largest Eigenvalues and \(N_1\) features randomly selected from these features associated with the rest of Eigenvalues. The method achieves higher classification accuracy. Subsequently they proposed a random mixture model [9]. In [9], Wang and Tang have first randomly sampled from the whole original subspace, then clustered the intrapersonal difference, and finally computed the local intrapersonal subspaces on each random sampled feature subspace to construct base classifiers. In [11], Zhang and Jia have constructed an optimal random subspace dimensionality for...
discriminant analysis and further constructed a random discriminant analysis (RDA) by applying Fisher and DLD [12], respectively, to the principal subspace of the within-class and between-class matrices on each random subspace. Moreover, Nitesh et al. [10] have showed the effectiveness of RSM by directly performing a complete random sampling from the PCA subspace of training set. Although these algorithms have achieved successes to a great extent, they failed to deal with well the sensitivity to larger variations such as illuminant, expression and so on. One of the main reasons is that these methods put more emphasis on the global rather than local extraction of features that plays an important role in the robust recognition with high accuracy.

To extract more local features and to effectively deal with sensitivity to such variations as lighting, occlusion, etc., researchers have successively proposed face recognition methods based on modular or sub-image [13–15,21]. Their common point is to partition a whole face image into several smaller sub-images and then to extract local features from each sub-image, respectively. Pentland et al. generalized Eigenfaces to face local feature regions and proposed Modular Eigenfaces [21]. In Modular Eigenfaces, Eigenanalysis is performed on local facial features including eyes, mouth and nose regions, respectively, then the similarities between the corresponding local features of two images are calculated, finally, a sum of all these similarities forms a global similarity score of the two images. Gottumukkal has presented a modular PCA (mPCA) method [13], which enhances the robustness in illumination, expression to some extent by extracting and using local information of face images. In mPCA, firstly, a face image is divided into several smaller equally sized sub-images, then the whole set consisting of all these sub-images is viewed as a new training set, and finally a single PCA is performed on the training set. Almost at the same time, Chen and Zhu have proposed SpPCA (sub-pattern PCA) [14]. Different from mPCA, SpPCA extracts local features separately from each sub-pattern set consisting of all the sub-patterns with the common positions or attributes, and concatenates all locally extracted features together to form a global feature vector for the original whole pattern. Extensive experiments have verified the effectiveness of SpPCA. Instead of the global concatenation on local features in [14], Aw-SpPCA in [15] uses each set of local extracted features to directly classify the unseen pattern or face. Firstly, it constructs a base classifier on each sub-image set, then classifies the corresponding (sharing the common positions with training sub-image set) sub-image of unseen image, finally fuses all classification results for the ultimate decision by using weighted majority voting rule, where the weight values denote different contributions made by different sub-images. This method achieves higher robustness on face database such as AR, Yale.

In this paper, inspired by the successes of both sub-image methods [13–15,21] and RSM, we propose a semi-random subspace (Semi-RS) method to overcome both SSS and non-robustness for face recognition. By Semi-RS here, we mean that random sampling on each local region (or a sub-image) partitioned from the whole image in a determinist way rather than random global sampling in RSM is performed. More specifically, we firstly divide a face image into several sub-images in a determinist way, then construct a set of base classifiers on different feature subsets which are randomly sampled from each sub-images set, and finally combine all base classifiers for the final decision using a combination rule. Compared with sub-image methods and RSM, on the one hand, from the viewpoint of sub-image methods, Semi-RS constructs multiple classifiers on different distribution models, so more diversity between classifiers is gained. On the other hand, from the viewpoint of RSM, Semi-RS makes use of the face's local structure information so that it can efficiently recognize the face with occlusion, illumination and expression changes. As a result, Semi-RS fuses the advantages of both the RSM and sub-image methods.

We conduct experiments on five face databases (AR [16], Extended YALE [17], FERET, Yale and ORL) and results show that the proposed Semi-RS method is effective, robust to illumination, occlusion, etc., and also suitable for slight variation in pose and the scenario of one training sample per person. In addition, considering the importance of diversity in classifier ensemble, we analyze the diversities of different methods using kappa-error diagram and the kappa diagrams reveal that Semi-RS can construct more diverse base classifiers than other methods do.

The remaining parts of this paper are organized as follows. In Section 2, a brief review about the RSM and sub-image method is given. In Section 3, the Semi-RS for face recognition method is formulated. In Section 4, extensive experimental comparisons carried out on five face databases are reported. In Section 5, kappa-error diagrams are plotted to illustrate the diversities of different ensemble methods. Finally, a conclusion is drawn in Section 6.

2. A brief review of random subspace method and V-SpPCA

2.1. Random subspace method (RSM)

The random subspace method (RSM) [6], introduced by Ho, was proposed for constructing decision forests. RSM randomly samples a set of low dimensionality subspaces from the whole original high dimensional features space and then constructs a classifier on each smaller subspace, and finally applies a combination rule for the final decision. RSM is a very simple and popular ensemble construction method. However, sampling features directly and randomly from the whole original higher dimensional face image subspace is not practical. First, random sampling from original image subspace is time-consuming. In order to ensure both relatively sufficient sampling of RSM from high dimensional face space (or avoidance of sparse sampling) and enough good recognition accuracy, a number of feature subspaces are needed, as a result, leading to more computation. Second, random sampling from original image subspace is not helpful to deal with SSS problem because in order to gain good accuracy of component classifiers, the random sampling rate usually needs sufficiently high, as a result, the sampled attribute or feature subset is still high dimension. Third, sampling randomly from an original image often breakdowns inherent spatial local relationship among pixels within the image but it is exactly such a locality that plays an important role in robust and high accuracy recognition. Therefore in implementation, we also adopt the same strategy as [7,8,10], i.e. first projecting all the original face images into low dimensional subspace by PCA and then performing the random sampling in the low dimensional PCA subspace.

2.2. Sub-pattern PCA based on vote rule (V-SpPCA)

SpPCA [13], as one of the most popular sub-pattern methods, can locally extract features from the whole pattern, but it is still not robust to noise mainly because SpPCA concatenates all the sub-pattern features extracted by PCA into a global features. In this paper, we improve SpPCA and propose a new SpPCA method based on majority voting rule (called V-SpPCA). V-SpPCA inherits the advantages of SpPCA as follows: it (1) extracts more local information from the original face image; (2) is helpful to deal with high dimensional image data and SSS problem by performing feature extraction in sub-pattern sets; and (3) can reduce the computational complexity by performing in parallel way. But differs from the SpPCA, instead of constructing a single optimal classifier for the whole pattern, V-SpPCA constructs multiple classifiers by building a base classifier in each sub-pattern set, respectively, and then combines these base classifiers for final decision. How-
ever, different from Aw-SpPCA which adopts the weighted majority voting rule, V-SpPCA uses the unweighted majority voting rule to combine the base classifiers. Compared to Aw-SpPCA, V-SpPCA is not only simple (avoiding computing the weights of all the sub-patterns) but also keeps comparable recognition accuracy.

**Step1.** Partition each training pattern into several equal-sized small sub-patterns and collect all sub-patterns sharing same original feature bases to form sub-pattern set \( T_i \) \((i = 1, \ldots, L)\), where \( T_i \) is the \( i \)th sub-pattern training set and \( L \) is the number of sub-patterns.

**Step2.** Perform PCA on each sub-pattern set \( T_i \) and obtain the corresponding projection vectors \( \Phi_i \).

**Step3.** Classify each sub-pattern of unknown pattern \( Z \). First partitioning \( Z \) into \( (Z_1, Z_2, \ldots, Z_L) \) and then extracting sub-features \( Y_i \) from sub-pattern \( Z_i \) by \( Y_i = \Phi_i^T Z_i \). Finally, classifying each \( Z_i \) \((i = 1, \ldots, L)\) with nearest neighbor classifier.

**Step4.** Combine all classification results using majority voting rule to for final decision.

### 3. Semi-random subspace method

#### 3.1. Proposed Semi-RS

Face recognition is a complex pattern recognition problem, especially when a face image set contains significant complex intrapersonal variations. Therefore, the traditional global linear subspace methods (PCA and LDA) which are based on a single Gaussian model, fail to deliver good performance. In other words, it is difficult to find a single optimal classifier that can be robust enough to obtain good classification performance. To solve this problem, face recognition methods based on RSM [6] have successively been proposed [7–11]. Their common point is to construct multiple classifiers by using a set of feature subsets randomly sampled from the original feature set and to combine these base classifiers for final decision. Since the generalization ability of the combination of multiple classifiers could be significantly better than that of a single classifier [31], these methods in [7–11] have achieved successes to a great extent. However, the RSM-based face recognition methods do not work well under the condition of varying illumination and expression, etc., since they perform random sampling in the whole image space (or PCA subspace). Under these conditions, the sampled features will vary considerably from those of the training images; hence it is not quite easy to recognize them correctly. In fact, in the real world, when there is variation in the pose, expression or illumination, only some of the face regions will vary and the rest of the regions will almost keep same as a normal image [12]. Hence the sampled features from these regions which are not affected by varying pose, expression or illumination, will closely match with the features of the same individuals face regions under normal conditions. Therefore it is expected that improved recognition accuracy with high robustness can be obtained by extracting local features from face local regions, respectively. It is based on the above idea that the module or sub-images based face recognition methods have successively been proposed to boost the recognition robustness. These methods first divide an image into several smaller sub-images and then extract features from the sub-images, respectively. The effectiveness of the sub-image methods has been proved through a mass of experiments. In this paper, inspired by the successes of sub-images methods and RSM, we propose a novel method, called Semi-RS, for face recognition. Semi-RS performs a random sampling on each local region (or a sub-image) partitioned from the whole image in a deterministic way, hence it fused advantages of the RSM and sub-image methods. Here, we take PCA as an example to describe the Semi-RS, and it is worthwhile to point out that other subspace methods such as CCA [24], NMF [25], etc. can also be incorporated into Semi-RS, which deserves our future study. The proposed Semi-RS algorithm is described in Fig. 1.

In the first step, we divide each face image in the training set into a set of equally sized \((p \times q)\) sub-images in a non-overlapping, and hence \( L = d((p \times q)) \) sub-images are generated for each face image. And then transform each sub-image into a column vector with dimensionality of \( p \times q \) and finally collect all vectors with the common attributes of all images to form a specific sub-image's training set, in this way, \( L \) separate sub-images training set can be formed \{(\( T_i \)}\( _{i=1}^L \). This partition process is illustrated in Fig. 2.

After multiple base classifiers are generated, we need to combine these base classifiers to construct an ensemble for final decision. There are many different ways to combine multiple base classifiers. In this paper, we utilize the hierarchical and parallel structures to combine them, respectively. The ensemble structure

**Input:** A set of training face images \( \{A_i\}^M_{i=1} \in \mathbb{R}^{d \times M} \); the size of sub-image \( p \times q \); the number of random sampling classifiers \( K \) and the test image \( A \).

**Step 1:** Partition each face image into several smaller sub-images, and collect all sub-images at the same position of all face images to form specific sub-image sets \( \{T_i\}^L_{i=1} \).

**Step 2:** Apply PCA to sub-image sets \( \{T_i\}^L_{i=1} \) and obtain sub-features sets \( \{F_i\}^L_{i=1} \).

**Step 3:** Generate \( K \) random sampling subspace \( \{S_i\}^K_{i=1} \) from corresponding \( \{F_i\}^L_{i=1} \) and construct a nearest neighbor classifier \( C_{ij} = NN(S_{ij}) \) on each subspace.

**Step 4:** Combine all classifiers for final decision:

\[
C(A) = \text{ensemble} \left\{ C_{ij}(A, S_{ij}) \right\}_{1 \leq i \leq L, 1 \leq j \leq K}
\]

**Fig. 1.** The proposed Semi-RS algorithm.
of the hierarchical Semi-RS (Hsemi-RS) and parallel Semi-RS (Psemi-RS) are illustrated in Fig. 3.

For the Psemi-RS, when an unknown image $A$ is given, we first divide the image into several sub-images $A_i$ ($i = 1, \ldots, L$) and recognize $i$th ($i = 1, \ldots, L$) sub-image $A_i$ using $K$ weak nearest neighbor classifiers $C_{ij}$ ($j = 1, \ldots, K$), which are constructed on the subset of feature by randomly sampling from $i$th sub-feature set as described in step3. Thus, $L \times K$ weak classifiers are generated for all sub-images $A_i$ ($i = 1, \ldots, L$). And then, we use combination rule to construct the destination classifier. In this paper, we use majority voting rule as combination rule. If the weak base classifier $C_{ij} \in \{0, 1\}$, we can represent the Psemi-RS as follows:

$$C'(A) = \text{sgn} \left\{ \sum_{i,j} C_{ij} - \frac{KL - 1}{2} \right\}$$  \hspace{1cm} (1)$$

For the Hsemi-RS, a double-ensemble is executed. First Hsemi-RS performs a classifier combination within each sub-image to classify corresponding sub-image $A_i$ ($i = 1, \ldots, L$), since there are $L$ sub-images partitioned from the image $A$. $L$ classification results are obtained; and then, we use majority voting rule to combine the $L$ classification results to classify the whole unknown images. Accordingly, when $C_{ij} \in \{0, 1\}$, we can represent the double-ensemble decision as

$$C'(A) = \text{sgn} \left\{ \sum_{i,j} \text{sgn} \left( \sum_i C_{ij} - \frac{K - 1}{2} \right) - \frac{L - 1}{2} \right\}$$  \hspace{1cm} (2)$$

Semi-RS can generate more diverse classifiers than V-SpPCA and RS (more detailed discussion can see Section 5), so Semi-RS should outperform the two individual. In addition, in order to more sufficiently utilize the diversity, we prefer to combine all generated classifiers in parallel way as shown in Fig. 3(a). The experiments show that the performance of Psemi-RS outperforms that of the Hsemi-RS. Similar conclusion can be drawn that the parallel structure outperforms the hierarchical structure in [18].

3.2. Connection to related studies

(1) To Refs. [7–9,11]: Refs. [7,8] are known as the first two published papers that apply RSM to face recognition. In [7,8], multiple LDA classifiers are constructed on different incomplete random feature subspaces, which are composed of the first fixed $N_0$ dimensions and the $N_1$ dimensions sampled randomly from the remaining dimensions. In [9], a random mixture model was used to construct an ensemble classifier on the sampled random subspace to improve classification performance of both the Bayes and LDA subspace analysis. In [11], Zhang and Jia have constructed a multiple classifier ensemble by combining both Fisherefaces and DLDA subspace to boost performance. By analyzing these methods, we find that: (1) they randomly sample from either the whole pattern subspace or PCA subspace, so the sampled features put more emphasis on the global features of images than the local structure information of face. Although [7,8,11] use the local features including texture, shape and Gabor wavelet, the extraction of features borrows some other algorithms rather than the methods themselves they proposed, respectively; (2) they are just based on supervised learning algorithms (Bayes, LDA or NLDA) and it is basically difficult to generalize them to other unsupervised and semisupervised subspace methods. Compared with them, Semi-RS has its advantages in the following aspects: (1) random sampling on sub-images of the whole image sufficiently considers locality of a face and thus local information between pixels can be extracted; (2) it is easy to extend to other subspace methods such as LDA [23] and NMF [25], etc. In order to demonstrate the extensibility of Semi-RS, in Section 4.7, we use LDA as a substitute for PCA to extract the local features and then give preliminary comparison with exist RSM methods [7,8,11].

(2) To V-SpPCA and Ref. [10]: Semi-RS performs random sampling on each sub-image partitioned from the whole original image, so it is a combination of both V-SpPCA and random subspace
method. In fact, Nitesh’s random sampling in [10] (we call it as Ni-
tesh’RS) and V-SpPCA can be regarded as two special cases of Semi-
RS because Semi-RS will be reduced to Nitesh’RS when the number of
sub-image of the whole pattern is set to 1 (i.e. no partition is
performed on the whole image), while it will turn into V-SpPCA
when random sampling rate in each sub-image is set to 100%.
But compared with both Nitesh’RS and V-SpPCA, Semi-RS has its
own advantages: on the one hand, from the viewpoint of V-SpPCA,
Semi-RS constructs multiple classifiers on different distribution
models, so more diversity between classifiers is gained; on the
other hand, from the viewpoint of RS, Semi-RS makes use of the
face’s local structure information so that it can relatively efficiently
recognize the faces with occlusion, illumination and expression
changes, as shown in the following experiments.

4. Experiments

In order to evaluate the performance of the proposed Semi-RS
method, we conduct experiments on five benchmark face images
databases: AR [16], Extended YALE [17], FERET [19], Yale [26]
and ORL [27]. Considering the specific characteristics of these five
databases, the AR database is employed to test the performance of
Semi-RS under variations of over time, facial expression, illumination
and occlusion conditions. The Extended YALE database is util-
ized to evaluate the performance under severe variations of
illumination. The FERET database is used to test the performance
in the scenario of only one training sample per person. The Yale
database is utilized to examine the stability using different training
sample set. And the ORL is used to test the robustness of Semi-RS
to small pose variation. Since V-SpPCA can obtain both higher
accuracy recognition and higher robustness than SpPCA [14] can
do, in order to show the superiority of Semi-RS in recognition per-
formance, we only compare Semi-RS with V-SpPCA in the follow-
ing experiments. In addition, in order to further evaluate the
performance of Semi-RS under different distance metrics, we use
two distance metrics: Euclidean and Mahcosine [20] which are
the two mostly widely employed metrics in face recognition. Fin-
ally, in all the experiments, the underlying classifier is a Nearest
Neighbor classifier.

4.1. Experimental settings

We compare the proposed Semi-RS approach with the following
face recognition methods: Eigenface, M-Eigenface [21], Fisherfaces,
Nitesh’RS, V-SpPCA, Aw-SpPCA, RDA [11], R-LDA [7,8] and SVD per-
turbation [22]. The settings of these methods are as follows:

(1) For Semi-RS, there are three important parameters need to
be set: the size (length and width) of sub-image and random
sampling rate in each sub-image. Table 1 lists their setting
and a further discussion of their influence on recognition
performance is given in Section 4.8.
(2) For Fisherfaces, the face images are firstly projected to PCA
subspace whose dimension is the number of class minus 1,
and then a nearest neighbor classifier using different dis-

tance metric is used for classification.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Size of sub-image</th>
<th>Random rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR</td>
<td>6 × 6</td>
<td>0.5</td>
</tr>
<tr>
<td>Extended YALE</td>
<td>6 × 7</td>
<td>0.5</td>
</tr>
<tr>
<td>FERET</td>
<td>6 × 6</td>
<td>0.5</td>
</tr>
<tr>
<td>Yale</td>
<td>4 × 4</td>
<td>0.5</td>
</tr>
<tr>
<td>ORL</td>
<td>4 × 4</td>
<td>0.5</td>
</tr>
</tbody>
</table>

(3) For SVD perturbation, we adopt the same parameters as in
[22], i.e. the control parameter is set to 0.25, perturbation
parameter to 1.5 and the energy to 0.95.
(4) For Nitesh’RS in [10], we report the optimal the recognition
accuracies by trying the random rate from 10% to 100% by
interval 10%.
(5) For V-SpPCA and Aw-SpPCA, the same size of sub-images as
shown in Table 1 are adopted and in each sub-image set, all
features extracted by PCA or LDA are used to construct the
nearest neighbor classifier.
(6) For Eigenface method, we keep the first M Eigenfaces which
retain 98% energy and then a nearest neighbor classifier is
utilized for classification.
(7) For RDA in [11], the number of sampled features is set to
C − 1 (C is the number of the class) according to the experi-
mental setting in [11].
(8) For R-LDA in [7,8], the numbers of fixed features and of ran-
dom features are changed from 25 to 350 with increment of
25, respectively, and the optimal recognition accuracies are
reported.
(9) For M-Eigenface in [21], we determine manually each fea-
ture region (including eyes, nose and mouth) for each image
and keep the first M Eigeneyes, Eigennose and Eigenmouth
which retain 98% energy, respectively. The similarities
between the corresponding features of two images are cal-
culated according to their projections, and a sum of all these
similarities of all corresponding features is formed as a glo-
bal similarity score of the two images. The used similarity
measure is as follows [32]:

\[ S = \sqrt{1 - \frac{||A - B||}{||A|| + ||B||}} \]  

For RSM-based methods (Nitesh’RS, Semi-RS, RDA and R-LDA),
we repeat independently each experiment 10 times and report
the averaged accuracies.

4.2. Experiments on the AR database

The AR face database is a very challenging database that con-
tains over 3200 frontal face images of 126 different individual
(76 men and 50 women). Each individual has 26 different images
taken in two different sessions separated by two weeks intervals
and each session consists of 13 faces with different facial expres-
sions, illumination conditions and occlusions. In our experiments,
we use the subset of AR database provided and preprocessed by
Martinez and Benavente [16]. This subset contains 2600 face
images corresponding to 100 subjects (50 men, 50 women) and
provides 26 shots for each person. The original resolution of these
face images is 165 × 120 and here resized to 66 × 48. Fig. 4 shows
all samples of one person in AR. In both sessions, the detail infor-
mation of the images is from left to right: 1st neutral expression,
2nd–4th expression variation, 5th–7th illumination, 8th–10th sun-
glass occlusion and 11th–13th scarf occlusion. In the experiments,
the first seven images in Session1 are selected for training and the
rest images which are divided into seven subsets according to the
variation category (please see Table 2) are utilized to examine the
performance of proposed methods under variance conditions.

4.2.1. Variation of expression and illumination

In this experiment, AR73Exp and AR73Illu are used for testing the
performance of Semi-RS under the expression and illumination
variations. Table 3 lists the performance comparison of Semi-RS
with other methods using two distance metrics. From the Table,
we can get the following observations: (1) compared to Eigenfaces,
Fisherfaces and Nitesh’RS, the other five methods based on local
Table 2
The test sets in AR database.

<table>
<thead>
<tr>
<th>Test Set</th>
<th>Train set</th>
<th>Test samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR77</td>
<td>1st–7th in Session1</td>
<td>1st–7th in Session2</td>
</tr>
<tr>
<td>AR73Exp</td>
<td>2nd–4th in Session2</td>
<td></td>
</tr>
<tr>
<td>AR73Illu</td>
<td>5th–7th in Session2</td>
<td></td>
</tr>
<tr>
<td>AR73SungS1</td>
<td>8th–10th in Session1</td>
<td></td>
</tr>
<tr>
<td>AR73SangS2</td>
<td>8th–10th in Session2</td>
<td></td>
</tr>
<tr>
<td>AR73ScarfS1</td>
<td>11th–13th in Session1</td>
<td></td>
</tr>
<tr>
<td>AR73ScarfS2</td>
<td>11th–13th in Session2</td>
<td></td>
</tr>
</tbody>
</table>

Table 3
Recognition accuracies (%) on AR73Exp and AR73Illu (the best performance in each case is bolded).

<table>
<thead>
<tr>
<th></th>
<th>Eigenfaces</th>
<th>M-Eigenfaces</th>
<th>Fisherfaces</th>
<th>Nitesh'RS</th>
<th>V-SpPCA</th>
<th>Aw-SpPCA</th>
<th>Psemi-RS</th>
<th>Hsemi-RS</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR73Exp(M)</td>
<td>74.33</td>
<td>88.67</td>
<td>87.33</td>
<td>75.00</td>
<td>96.33</td>
<td>96.67</td>
<td>98.44</td>
<td>96.75</td>
</tr>
<tr>
<td>AR73Illu(M)</td>
<td>80.67</td>
<td>94.00</td>
<td>87.00</td>
<td>80.67</td>
<td>99.33</td>
<td>99.33</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>AR73Exp(E)</td>
<td>78.00</td>
<td>83.00</td>
<td>81.00</td>
<td>82.73</td>
<td>94.67</td>
<td>93.33</td>
<td>96.60</td>
<td>95.58</td>
</tr>
<tr>
<td>AR73Illu(E)</td>
<td>75.67</td>
<td>86.33</td>
<td>83.67</td>
<td>82.87</td>
<td>93.33</td>
<td>91.33</td>
<td>98.87</td>
<td>96.25</td>
</tr>
</tbody>
</table>

Fig. 4. Examples images in AR face database.

feature gain more satisfactory classification results, which can attribute to the fact that the images in AR are more various in expressions and illuminations, thus it is more reasonable to use local feature to limit the effect of lights or expressions; (2) among methods based on local feature, Psemi-RS gains the best classification accuracy especially under variations of illumination (AR73Illu test set); Psemi-RS and Hsemi-RS recognize correctly all test images; (3) the two Semi-RSs (Psemi-RS and Hsemi-RS) exhibit their effectiveness and superiority to other compared methods with respect to the two different (Euclidean and Mahcosine) distance metrics; and (4) Psemi-RS outperforms Hsemi-RS, the main reason is that Psemi-RS utilize diversity more sufficiently than Hsemi-RS does.

4.2.2. Occlusion on eyes and mouth

In this experiment, we aim to discuss the performance of Semi-RS when the test images are occluded by sunglass and scarf. In testing, four test sets in both Session1 and Session2 are selected. As illustrated in Fig. 5, both Psemi-RS and Hsemi-RS outperform the other compared methods when all using the two distance metrics. Especially for Euclidean metric, both Semi-RSs' accuracies are, respectively, increased by at least 18% and 10%. For test set AR73SungS1, Psemi-RS can obtain over 96% recognition accuracy, while for the AR73ScarfS2 which is most difficult to be recognized in this database, Psemi-RS can still acquire recognition accuracy close to 70% using Mahcosine distance metric. These results indicate that our Semi-RSs are relatively robust to severe occlusions.

4.3. Experiments on the Extended YALE database B

The Extended YALE face database B contains more than 20,000 single light source images of 38 subjects with 576 viewing conditions (9 poses × 64 illumination conditions). In this paper, we use a subset provided and preprocessed by Lee et al. [17]. This subset only contains those images with the frontal pose for each individual, and includes 1920 image from 30 subjects (we only select the 1st–10th and 19th–38th individuals because there are some bad or damaged images in 11th–18th individuals in the provided image sets [17]). The original size 192 × 168 is resized to 48 × 42 and the same strategy as in [17] is adopted to divide the images of each individual into five subsets according to the angle of the light source direction. The images in SubSet1 are selected for training, and the images in the other subsets are selected for testing, respectively. All the examples of one person are shown in Fig. 6.

Tables 4 and 5 list the recognition results of Eigenfaces, M-Eigenfaces, Fisherfaces, Nitesh'RS, V-SpPCA, Aw-SpPCA and our Semi-RSs on four testing sets using Euclidean and Mahcosine distance metrics, respectively. Comparing the results using Mahcosine with using Euclidean, we can draw a conclusion that, on the whole, Mahcosine distance metric is more suitable for recognizing images with severe illumination than Euclidean metric, so according to this, in the following analysis, we only discuss the results using Mahcosine distance. From Table 5, we can observe that (1) when the azimuth is very small, all the methods can gain high recognition accuracy, especially Eigenfaces and Fisherfaces methods, which achieve 100% performance on SubSet2. In this situation, the methods based on sub-image have no advantage over the holistic feature extraction methods. But with the increasing of lighting azimuth, the holistic feature extraction methods (Eigenfaces, Fisherfaces and Nitesh'RS) gradually present their non-robustness to lighting, while the sub-image-based methods have little effect. So properly partitioning an image into several sub-images is effective in improving the robustness of face recognition methods. (2) Compared to the other methods, Psemi-RS gains the best recognition accuracy and at the same time, it shows Psemi-RS has better tolerance to illumination change. With the increasing of lighting azimuth, the maximal dropping difference in accuracy of Psemi-RS and Hsemi-RS are 10.5% (from 100% to 89.56%) and 14.6% (from 100% to 85.41%), respectively, while the corresponding maximal dropping differences of Eigenface, M-Eigenface, Fisherface, Nitesh'RS, V-SpPCA and Aw-SpPCA are 72%, 88%, 89%, 75%, 16% and 16%, respectively, which indicates Semi-RSs are more robust than V-SpPCA under Euclidean metric, while V-SpPCA is conversely
superior to Nitesh’s RS under Mahcosine metric. Our Semi-RSs yield consistent results on the two metrics and thus are more competitive and applicable than other compared methods.

4.4. Experiments on the FERET database

This database is used to evaluate the recognition performance of Semi-RS in the scenario of only one training sample per person (in this case, Fisherfaces fails to work while Aw-SpPCA reduces to V-SpPCA). The selected FERET database contains 400 face images from 200 persons (71 females and 129 males), with the size of $256 \times 384$. Each person has two images (fa and fb) with different race, age, expression, illumination, occlusion, etc. In this experiment, the fa images are used for training and the fb images for testing, and all the faces are normalized (the line between the two eyes is parallel to the horizontal axis and the distance between the two eyes is set to 28 pixels) to $60 \times 60$ pixels.

We test the performance of our Semi-RSs based on both Euclidean and Mahcosine metrics. The results are presented in Table 6 from which we can find that PSemi-RS gains the best performance among all used methods including SVD perturbation which is especially designed for the recognition problem of one training sample per person. Although HSemi-RS is slightly inferior to SVD perturbation under Mahcosine metric, wholly speaking, our proposed Semi-RSs are still effective in the scenario of one training image per person.

![Fig. 5. Performance comparison of methods on four test sets. (a) and (b) Compare the recognition accuracy on four test sets using Euclidean and Mahcosine metrics, respectively.](image)
4.5. Experiments on the Yale database

The Yale face database consists of 165 faces images of 15 individuals, each providing 11 image different images. The images are in upright, frontal position under various facial expressions and lighting conditions. In this experiment each image is manually cropped and resized to $32 \times 32$ pixels. A random subset with five images per person is taken to form training set and the rest of database is considered to be the testing set. The experiments are repeated 20 times for each method and the corresponding average accuracy and the standard deviation, respectively, are reported in Table 7. From the table we can observe that our proposed methods not only gain higher accuracy but also have relatively smaller standard deviation, which means our methods are more stable.

4.6. Experiments on ORL database

The ORL database contains the images from 40 subjects, with 10 different images for each subject. For some subjects, the images were taken at different sessions. There are variations in facial expressions (open or closed eyes, smiling or non-smiling), facial details (glasses or no glasses) and scale (up to about 10%). Moreover, the images were taken with a tolerance for tilting and rotation of the face of up to $20^\circ$. All images are resized with a resolution of $32 \times 32$ pixels. Fig. 7 shows all the sample images of one person from the ORL database. In experiments, five images of each person are randomly selected for the training and the rest five for the testing. The averaged results of 20 runs of the experiments are reported in Table 8. The results reveal that Semi-RSs...
exhibit better performance to slight variations in pose angle and alignment. But it is worth to note that when there is more pose variation, these local feature-based methods including compared ones maybe fail to work well because local feature extracted from each local region is less helpful for correct recognition in this case.

4.7. Extended experiments based on LDA on AR database

In Section 3.2, we have mentioned that our Semi-RSs can be easily extended to other current subspace methods such as LDA [23] and NMF [25], etc. In order to verify such extensibility and the strength of combination between random subspace and local features, we use LDA as a substitute for PCA (named SemiRS-LDA) and conduct a preliminary experiment on AR database. The results are listed in Table 9 from which we can observe that both PSemiRS-LDA and HSemiRS-LDA are superior to all the compared methods including the existing RSM methods RDA and R-LDA. Based on these preliminary results, we should have reason to believe that (1) Semi-RS has good extensibility to other current subspace methods; and (2) combining random subspace and local features can effectively help to improve the classification performance in face recognition.

4.8. Selection of parameters

In order to study the influence of parameters (size of sub-image and random sampling rate) on the performance of Semi-RS, we conduct experiments by employing the parallel ensemble structure (PSemi-RS) and Euclidean distance metric on AR77, ARExp73 and ARIllu73 test sets.

The selection of random sampling rate (or the dimension of random sampled features) is an open problem for RSM based methods. Here, we will simply discuss the influence of random rate on performance of Semi-RS. Intuitively, the smaller the random rate is, the faster the algorithm performs, but at the same time, the more possibilities of missing informative features or missing dependencies between features show. One extreme case is that only one pixel is selected as sampled feature from the feature set. In this situation, every sampled feature is independent and no structure information can be extracted, which is not desirable, so the random rate should not be too small. On the contrary, the random rate should also not be too big. The bigger the random rate is, the less the diversity between base classifiers is. Another extreme case is that the Semi-RS will reduce to V-SpPCA, when the random rate is 100%. So we should choose a proper random rate for Semi-RS. We set the size of sub-image to 6 × 6, and report the recognition accuracies by varying random rate from 10% to 100% by interval 10% as in Fig. 8(a), from which we can observe that on the three testing sets, Semi-RS (1) shows similar change trends against the varying random rate; and (2) can gain a relatively stable and high recognition performance when the random rate is between 30% and 50%.

Another parameter which needs to be selected in Semi-RS is the size of sub-image, it is an open issue as well. Similar to the above analysis, we can find that the smaller the size of sub-images is, the less the random sampled features is. When the size of sub-image is 1 × 1, the sub-image reduces to a single pixel. On the contrary, the bigger the sub-image size is the less local features the Semi-RS extract. When the size of sub-images is equal to the size of original image, the Semi-RS reduces to the random sampling in Ref. [10] and little local information can be extracted. In order to examine effect of the sub-image size on the performance Semi-RS, we fix a random rate to 50% and take all possible sizes of sub-image (48 different partition-sizes in total). The experimental results show

<table>
<thead>
<tr>
<th>Table 7</th>
<th>Average and standard deviation (%) on Yale face database (the best performance in each case is bolded).</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Eigenface</td>
</tr>
<tr>
<td>Accuracy(M)</td>
<td>52.9 ± 4.9</td>
</tr>
<tr>
<td>Accuracy(E)</td>
<td>56.3 ± 4.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 8</th>
<th>Results (%) on ORL face database (the best performance in each case is bolded).</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Eigenface</td>
</tr>
<tr>
<td>Accuracy(M)</td>
<td>83.07</td>
</tr>
<tr>
<td>Accuracy(E)</td>
<td>87.80</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 9</th>
<th>Results (%) of LDA on AR face database using Euclidean and Mahcosine metrics (the best performance in each case is bolded).</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M-Eigenface</td>
</tr>
<tr>
<td>AR73Exp(M)</td>
<td>88.67</td>
</tr>
<tr>
<td>AR73Illu(M)</td>
<td>94.00</td>
</tr>
<tr>
<td>AR73Sung1(M)</td>
<td>10.33</td>
</tr>
<tr>
<td>AR73Sung2(M)</td>
<td>55.33</td>
</tr>
<tr>
<td>AR73Scarf1(M)</td>
<td>6.67</td>
</tr>
<tr>
<td>AR73Scarf2(M)</td>
<td>37.00</td>
</tr>
<tr>
<td>AR73Exp(E)</td>
<td>83.00</td>
</tr>
<tr>
<td>AR73Illu(E)</td>
<td>86.33</td>
</tr>
<tr>
<td>AR73Sung1(E)</td>
<td>8.33</td>
</tr>
<tr>
<td>AR73Sung2(E)</td>
<td>13.00</td>
</tr>
<tr>
<td>AR73Sung2(E)</td>
<td>6.00</td>
</tr>
<tr>
<td>AR73Scarf2(E)</td>
<td>7.33</td>
</tr>
</tbody>
</table>
that PSemi-RS can gain over 95% recognition accuracy on the three testing sets when the sub-image size is taken as $6 \times 3, 6 \times 4, 6 \times 6, 6 \times 8, 11 \times 6, 11 \times 8$ and $11 \times 12$, respectively, while for the rest sub-image sizes, the accuracies are consistently below 95%. As a result, we only report these results with respect to those representative sub-image sizes listed in $(2 \times 2, 3 \times 3, 6 \times 3, 6 \times 4, 6 \times 6, 6 \times 8, 11 \times 6, 11 \times 8, 11 \times 12, 11 \times 24, 22 \times 4, 22 \times 16, 33 \times 8, 33 \times 16)$ in Fig. 8(b). These results verify our intuitional analysis, i.e. the size of sub-image should be neither too small nor too big, but how to choose a proper size of sub-image is problem-dependent. Fortunately, we find an effective method to avoid the selection of sub-image size. Adopting the strategy as in [7–9], we randomly select the size of sub-image and construct multiple classifiers with this sub-image size, and then combine all the classifiers with parallel combination structure. The motivation behind this strategy is to adopt a combination approach of classifiers associated to different parameters to avoid selecting a single set of optimal parameters for a classifier. Table 10 demonstrates that the performance of such multiple-parameters ensemble is close or slightly inferior to that of PSemi-RS with optimal recognition performance.

5. Diversity-error analysis

Diversity between classifiers is a key property of classifier ensemble. High diversity assures that different base classifiers make different error on different patterns, which means that, by combining classifiers, one can arrive at an ensemble with more accurate decisions. So it greatly affects recognition performance of classifier ensemble. Tumer and Oza have pointed out that the ensemble error is in inverse proportion to the diversity between classifiers [28]. Hence in order to improve the recognition performance of ensemble, it is reasonable to create classifiers with more diversity. Here, we will adopt Kappa diversity-error diagram [29] to analyze the diversity of proposed Semi-RS, Nitesh’RS [10] and V-SpPCA.

Kappa diversity-error diagram [29] is an effective pair-wise diversity measure method which evaluates the level of agreement (or diversity) between two classifiers and averaged error of the pair of classifiers. To get the agreement between two classifiers $C_i$ and $C_j$, a coincidence matrix $M$ of the two classifiers should be first constructed. Let there be $N$ patterns for testing and the entry $m_{ij}$ of $M$ denotes the number of $x$ for which $C_i(x) = k$ and $C_j(x) = s$. The agreement [29] between $C_i$ and $C_j$ can be defined as follows:

$$K_{ij} = \frac{\sum_{u} m_{iu} - ABC}{1 - ABC}$$

where $\sum_{v} m_{iv}$ is the probability that the two classifiers agree and $ABC$ is “agreement-by-chance”

$$ABC = \sum_{u} \left( \frac{\sum_{v} m_{iu}}{N} \right) \left( \frac{\sum_{v} m_{ju}}{N} \right)$$

$\kappa = 0$ when the agreement of the two classifiers equals that expected by chance, $\kappa = 1$ when the two classifiers produce identical class labels for all test pattern, and a more desirable case happens when $\kappa < 0$, in this condition, agreement is weaker than expected by chance.

Figs. 9 and 10 illustrate the kappa-error diagrams of different methods for AR and EYALE datasets, respectively. In these diagrams, the $x$-axis is the agreement ($\kappa$) between pairs and the $y$-axis is the averaged individual error ($E$) of pair classifiers. As small values of $\kappa$ indicate better diversity and small values of $E$ indicate better accuracy, the most desirable pairs of classifiers will lie in the bottom left corner. In experiments, in order to compare the diversity of different methods under the same condition, we set the random sampling rate to 50% for both Nitesh’RS and Semi-RS, and select two different ensemble sizes for Nitesh’RS: one is equal to the ensemble size of V-SpPCA (the ensemble size of V-SpPCA is decided by the number of sub-images) and the other is the ensemble size of Semi-RS. The base classifier is the nearest neighbor classifier with Mahcosine distance metric. For the AR dataset, the ensembles are trained on the first seven face images of Session1 and the kappa-error diagram are calculated on the first seven face images of Session2. While for the EYALE dataset, the ensembles are performed on the SubSet1 and the kappa-error diagram are evaluated on the joint set of SubSet2 and SubSet3.

We compare the diversity of different methods from the following aspects: (1) comparing (a) and (c), which are the kappa-error diagrams of proposed Semi-RS and of Nitesh’RS [10], respectively, and they are have the same ensemble size, we can observe that Nitesh’RS has the lower averaged error but the smaller diversity than Semi-RS. Since mass of pair points lie in the high agreement range, the ensemble performance of Nitesh’RS is worse than that of Semi-RS; (2) comparing the kappa-error diagrams of Nitesh’RS with different ensemble sizes ((c) and (d)), although (c) uses more
classifiers, increasing the number of classifiers does not provide any sizeable gains. The main reason is that the base classifiers constructed in Nitesh’RS have less diversity thus it is not quite easy to make different errors on different patterns; (3) comparing the diversity of V-SpPCA and Nitesh’RS ((b) and (d)), which use the same ensemble size, it is obviously observed that V-SpPCA is more diverse than Nitesh’RS; and (4) comparing the (a) and (b), it seems that from the figures, the diversity of Semi-RS is worse than that of V-SpPCA since the Semi-RS spans larger range than V-SpPCA does and mass of pair points lie in the high agreement range, but the fact is not true. In order to explain this, we make a further analysis for the kappa-errors diagrams. Fig. 11 shows the proportions of all the pair points of V-SpPCA and those of Semi-RS, respectively, under different diversity range. From Fig. 11, we can observe that compared with V-SpPCA, Semi-RS has relatively larger proportion of the pair points which centralize the larger diversity range. More specifically, for AR database, about 98% of all pair points lie in the agreement range [0,0.1] for Semi-RS, while 81% for V-SpPCA. This indicates that Semi-RS has, on the whole, much larger diversity than V-SpPCA. For EYALE, we also draw the similar outcomes. We make a further explanation for Fig. 11 from another angle. For this, let us define a new measure within certain given range \([a, b]\) of \(k\), called the \(k\)-weighted area here, as follows:

\[
\kappa_{WA} = 100 \times \int_{a}^{b} \left( k \times \text{Percent}_k \right) dx
\]

where \(\text{Percent}_k\) denotes the corresponding value of \(y\)-axis when the value of \(k\)-axis is \(k\). Since there exists negative \(k\), \(\kappa_{WA}\) can be negative. In fact, the \(\kappa_{WA}\) characterizes the whole diversity of ensemble method. The less the \(\kappa_{WA}\) is, the larger the diversity is. Table 11 lists the \(\kappa_{WAs}\) under the whole diversity range corresponding to Semi-RS and V-SpPCA. From the Table, Semi-RS has less \(\kappa_{WA}\) than V-SpPCA, thus indicating the former has larger diversity than the latter. In addition, it is much more worthwhile emphasizing that in Semi-RS, there exist many negative values of \(k\), according to [30], the more the number of the negative value, the better the diversity, as a result, stating that Semi-RS can have higher diversity than V-SpPCA.

A problem worthy to be discussed is the trade-off between diversity and accuracy of base classifier which is also an importance factor of classifier ensemble. For a good ensemble method, the accuracy of its base classifier must be better than random guess and the classifiers must be diverse. So we always expect that the base classifiers should be as accurate and diverse as possible. However, both diversity and accuracy are inversely related, thus generally, it is impossible for the base classifiers to be diverse if the base classifiers have high accuracies, and vice versa. This leads to the famous accuracy-diversity dilemma. The kappa-error diagrams shown in Figs. 9 and 10 indicate this dilemma: Semi-RS and V-SpPCA have larger diversities than Nitesh’RS, but inversely, they have lower averaged accuracies than the latter. So it is expected that there will be a trade-off between diversity and accuracy to improve the performance of ensemble. Unfortunately, until now, no general method has been proposed to show how to compromise between accuracy and diversity of base classifier.

6. Conclusion

In this paper, we propose a Semi-RS framework especially for face recognition. Unlike traditional random subspace method that completely randomly selects the feature from the whole sample feature set, Semi-RS considers the distribution of face features
Fig. 10. Kappa-error diagrams on EYALE database. (a) Semi-RS, (b) V-SpPCA, (c) Nitesh’RS960, and (d) Nitesh’RS48. The ensemble error on the testing set is displayed above the plot.

Fig. 11. The proportion of pair points under different diversity ranges. (a) Semi-RS for AR, (b) V-SpPCA for AR, (c) Semi-RS for EYALE, and (d) V-SpPCA for EYALE.
and makes use of the local spatial relation between pixels of face image. It applies random sampling features to each local region (or a sub-image) partitioned from the original face image. As a result, Semi-RS fuses the advantages of RSM and sub-image method so that it can effectively solve the small sample size problem and improves robustness to such variations as illumination, occlusion, etc. We take PCA as an example to formulate the Semi-RS and evaluate its performance on five benchmark face image databases using two distance metrics, and the experimental results indicate that Semi-RS is more robust, practical and competitive than both the existing sub-image methods and the random sampling methods. In addition, we also discuss the differences of different methods using kappa-error diagram, and the results show that Semi-RS has higher diversity than both RSM and V-SpPCA. In our future work, we will try to embed the idea of Semi-RS into traditional methods using two distance metrics, and the experimental results indicate that Semi-RS is more robust, practical and competitive than both the existing sub-image methods and the random sampling methods. In addition, we also discuss the differences of different methods using kappa-error diagram, and the results show that Semi-RS has higher diversity than both RSM and V-SpPCA. In our future work, we will try to embed the idea of Semi-RS into traditional methods such as CCA [24], NMF [25], etc. We take PCA as an example to formulate the Semi-RS and evaluate its performance on five benchmark face image databases using two distance metrics, and the experimental results indicate that Semi-RS is more robust, practical and competitive than both the existing sub-image methods and the random sampling methods. In addition, we also discuss the differences of different methods using kappa-error diagram, and the results show that Semi-RS has higher diversity than both RSM and V-SpPCA. In our future work, we will try to embed the idea of Semi-RS into traditional methods such as CCA [24], NMF [25], etc. Moreover, we will try to exploit more complex combination rule to combine base classifiers.
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Table 11
The xWA of Semi-RS and V-SpPCA on AR and EYALE database.

<table>
<thead>
<tr>
<th></th>
<th>Semi-RS (AR)</th>
<th>V-SpPCA (AR)</th>
<th>Semi-RS (EYALE)</th>
<th>V-SpPCA (EYALE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>xWA</td>
<td>0.5047</td>
<td>0.6916</td>
<td>1.3892</td>
<td>1.8509</td>
</tr>
</tbody>
</table>